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Ep1itors’ NOTE

RomAN TRUSNiIK, KATARINA NEMCOKOVA, GREGORY JASON BELL

The present volume contains selected papers from “Theories and Practice: The Second
International Conference on English and American Studies,” which took place on
September 7th—8th, 2010, and was hosted by the Department of English and American
Studies, Faculty of Humanities, Tomas Bata University in Zlin, Czech Republic.

While our first conference in 2009 was primarily an attempt to open an international
dialogue among scholars from the Czech Republic and Slovakia, in its second year the
conference became a truly Central European event, with scholars from all four Visegrad
countries (the Czech Republic, Hungary, Poland, and Slovakia) in attendance. Their
contributions were joined by a few others from countries such as Austria and Japan.
It was also a privilege for us to have the conference opened by two internationally
renowned keynote speakers, Joseph Emonds and Josef Jatab, both of whom graciously
contributed to this proceedings.

Our goal for the first year of the conference and proceedings was to establish a new
tradition. Of course, a learning curve was involved, so our goal for the second year
was to maintain what we previously did well and improve upon the rest. Our desire
to offer a cross-section of current Central European scholarship led us to maintain
the conference’s broadly formulated theme, the relationship between theories and
practice. However, whereas in the first year we offered sections for all three fields
commonly studied in departments of English and American studies (linguistics in the
broadest sense of the word, literature and culture of the English-speaking world, and the
methodology of teaching English), this year we decided not to include an independent
ELT methodology section. Still, in accordance with the interdisciplinary nature of some
research, the pedagogical focus appears at times.

When choosing contributions for the first volume of the planned series, we decided,
within the framework of our standards of quality, to be as inclusive as possible.
Accordingly, we assembled quite a representative volume monitoring current themes
and trends in research in the Czech Republic and Slovakia. In the second volume, we
were more selective while still attempting to preserve the diversity of contributions,
both thematic and regional.

The two volumes of proceedings have become the foundation blocks of a new book
series called Zlin Proceedings in Humanities, the goal of which is to serve as a permanent
record of the best papers from conferences organized by the Faculty of Humanities,
Tomas Bata University in Zlin. Thus, in this volume we adhered to the same format
as last year, using both systems defined in The Chicago Manual of Style: papers on
linguistics use the author-date system, while papers on literature and cultural studies
make use of footnotes. The proceedings, as previously, is published simultaneously in
both printed and electronic forms.
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At the time this volume goes to press, final preparations for the third year of the
conference are under way, and we are eagerly anticipating a continuation of the ongoing
discussion begun two years ago. Once again, we wish to thank all of the participants,
organizers and student assistants whose efforts made our second annual conference a
reality. Our thanks are also extended to the Rector of Tomas Bata University in Zlin and
to the Zlin Region for their financial support and encouragement, as well as to all of
those without whom our conference and proceedings would not have been possible.
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ENGLISH AS A NORTH GERMANIC LANGUAGE:
FroM THE NORMAN CONQUEST TO THE PRESENT

JosepH EMONDS

Tomas Bata University in Zlin, Faculty of Humanities, Department of English and American Studies,
Mostni 5139, 760 01 Zlin, Czech Republic. Email: jeemonds@hotmail.com

ABsTRACT: This paper argues that Middle English (and therefore Modern English) originates as an
amalgam of West Germanic Old English and North Germanic Old Norse, and that the fusion of
the two languages dates back not to early Scandinavian settlement in England, but about 200 years
later, especially the 12th century during the full impact of the Norman Conquest. Using examples
of large numbers of daily life and grammaticalised vocabulary, I demonstrate that the nature of
Scandinavian words incorporated into Middle/Modern English is distinct from and more central
than later French loans and reflects a deep and typologically significant impact of Scandinavian on
Middle/Modern English. Then I discuss several syntactic properties (e.g., word order, P-stranding,
infinitival and directional particles, passive participles and case inflections) to show that with
respect to all these characteristics Middle/Modern English groups with North Germanic and not
with West Germanic.

Keyworps: Middle English; history of English; historical syntax; Old Norse; North Germanic

1. PREVIEW OF THE HYPOTHESIS

English as we know it arose as a language called “Middle English” under very particular
linguistic and sociolinguistic circumstances in the East Midlands and North of England
in a period of roughly 150 years, about 1080 to 1230. As we will see, this language, both
its lexicon and its syntax, was not as much a descendent of Old English (the language of
mainly West Saxon texts) as it was a new ‘amalgamation” of Old English and Old Norse
(Baugh and Cable 2005, 95-105).

The amalgam, however, was not a fifty-fifty mixture. In line with common
assumptions, the new language’s lexicon was almost certainly more English than Norse,
though Denham and Lobeck (2010, 372) report an estimate “that about 85% of the 30,000
Anglo-Saxon words died out after contact with the Scandinavians and the French, which
means that only about 4,500 Old English words survived.” That is, the Middle English
lexicon is not exactly a robust continuation of Old English, and all sources agree that
the Old Norse contributions to the Middle English lexicon were massive. Sections 5 and
6 return to the relative size of the two contributions.

Moreover, what is not widely recognized is that the emergent grammatical system,
including many of the most salient grammatical morphemes, was of Scandinavian origin
and inspiration. In fact, Middle English grammar is a direct continuation of the grammar
of Old Norse, the language of prestige and administration in the northeastern half of
England, and spoken there for centuries prior to the Norman Conquest (1066). This
paper concentrates on demonstrating this last point. In this light, we must keep in mind
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that predominance of open class vocabulary is never a criterion for linguistic descent.!
Rather, a necessary condition for linguistic lineage is the syntactic system of a language.
Since the syntactic system of Middle/Modern English is Scandinavian, then so is the
language as a whole.

An important characteristic of the Middle English amalgam, one that doubtless
facilitated the process of its birth, was a loss/lack of inflections (or in some instances null
inflections). At the end of this essay, after a description and analysis of the amalgamation
itself, I will discuss the source of this at first glance puzzling development.

2. HostILITY IN RIvAL LINGUIsSTIC COMMUNITIES IN OLD ENGLAND

In the first 200 years of co-inhabiting eastern and northern Britain (850-1066),
Scandinavians and English had been in a largely adversarial situation and vied for
political supremacy. Norse-speaking descendants of the Vikings were predominant
before 878, when the victory of English king Alfred led to a roughly equal division
of the country (English in the southwest and Danish in the northeast). The areas of
predominantly Danish control were named the “Danelaw,” and covered the entire area
northeast of a line from the City of London to Chester, largely coinciding with Roman
roads. Danish power reached another peak shortly after 1000, culminating in the reign of
the Danish King Canute over all of England. Continuing the see-saw, the English under
King Harold were again regaining the military upper hand around 1060, just before the
Norman Conquest in 1066.

Unsurprisingly, the languages of two rival populations with different political and
cultural allegiances, competing for hegemony and often in a state of war, remained
separate. English texts of this period, by scholarly agreement called “Old English,”
mostly originate in areas west of London with little Scandinavian settlement. English
political power, culture and literature centered in Wessex, which uninterruptedly
produced Old English texts, including those which survive today. Uncontroversially,
Old English was constantly renewed up to the time of the Conquest.

On the other hand, in the areas called the East Midlands and North of England, the
language of the Scandinavian colonists was “Old Norse.” In the early decades of their
settlement, York in the North became and remained a Scandinavian city, and in the
period preceding the Norman Conquest, Scandinavian culture expanded and strongly
established itself in the East Midlands area.

.. . the Five Boroughs - Lincoln, Stamford, Leicester, Derby, and Nottingham - became important
foci of Scandinavian influence. [Like colonists more generally, Norse speakers found little reason to
adopt the tongue of those whose lands they were appropriating and settling.] Up until the time of
the Norman Conquest the Scandinavian language in England was constantly being renewed by the
steady stream of trade and conquest . . . many of the newcomers . . . continued to speak their own
language at least as late as 1100 . . . [Overall, relations between the Scandinavians] and the English
were too hostile to lead to much natural intercourse. . . . The number of Scandinavian words that
appear in Old English is consequently small, amounting to only about two score, . . . associated with

1. Maltese has predominantly Italian vocabulary but is an Arabic language. Tagalog has enormous Spanish
vocabulary but is not a Romance language. Examples of this sort abound.
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... sea-roving and . . . the social and administrative system of the Danelaw. (Baugh and Cable 2005,

96, 99)

The specialized semantics and very limited extent of the few “cultural borrowings”
correspond to what we can expect under conditions of unwelcome colonization; the
native language borrows terms for novel concepts introduced by the newcomers, but
not for those already expressed in its vocabulary. The cited authors in fact observe that,
besides a multitude of place names, only two (!) Old English borrowings from Old Norse
(law and a hold of land) survive in Modern English.

How is it then that so many words eventually made their way from Old Norse
into English? I will argue that this was due to William the Conqueror and his armies
occupying England in 1066 and the years following. Under the Norman regime, two
previously separate peoples became united in servitude.

3. CONSEQUENCES OF CONQUEST: IMPOVERISHMENT — INTERMARRIAGE — A COMMON
TONGUE

By the 1090s, the Norman builders of castes and cathedrals had consolidated their
control. In the same time both the societies of English and Scandinavian speakers in
England were laid low by the thorough and merciless Norman Conquest, which wiped
out the political and economic influence of both. Joint Anglo-Saxon Norse rebellions
were crushed and regions laid waste. One last packet of resistance, a northern rebellion,
was savagely answered by massacres, which came to be referred to as the “harrowing
of the North” To mark their victory in the region, the Normans began the Durham
cathedral in 1093.

All evidence agrees that both English and Scandinavians were thoroughly
dispossessed, practically enslaved under the Conquest. These miserable circumstances
gave rise to a complete fusion of two previously separate populations, speakers of Old
English and speakersof Old Norse. Histories of the English Language dwell neither on
the social horrors of 12th-century England under the Normans, nor on the sometimes
united efforts of English and Scandinavians to resist them. Better sources on such
events are social histories of pre-modern England, BBC documentaries and the web.?
Nonetheless, Pyles (1971, 152) summarizes: “Almost at the end of the Old English period
the great catastrophe of the Norman Conquest befell the English people - a catastrophe
more far-reaching in its effects on English culture than the earlier harassment by the
Scandinavians who had subsequently become one with them” (my emphasis).

The greatest cause of misery was the extraction of wealth of any kind from those
who held it before the Conquest. Most sources report that by 1100, all property of any
note was in the hands of Normans (Baugh 1957, 192-94). One of the main tools of this
expropriation was the thorough land and property census carried out by the Normans

2. ABBC documentary series on the Normans in August 2010 recounted a relatively long united resistance
in the late 11th century of the two populations, which used marshlands north of Ely as their base. Their
defeat resulted from betrayal by local monks, who revealed safe paths in the marsh for use by mounted
knights (Bartlett 2010).
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soon after their arrival, called first by its victims and now universally The Doomsday
Book. The Bishop of Hereford, one of the very ecclesiastics who William had brought to
England described it thus:

... the king’s men . . . made a survey of all England; of the lands in each of the counties; of the
possessions of each of the magnates, their lands, their habitations, their men, both bond and free,
living in huts or with their own houses or land; of ploughs, horses and other animals; of the services
and payments due from each and every estate. After these investigators came others who were sent

to unfamiliar counties to check the first description and to denounce any wrong-doers to the king.

And the land was troubled with many calamities arising from the gathering of the royal taxes.’

In the wake of common and lasting misfortune, what apparently followed was
intermingling of the disenfranchised masses of English and Norse speakers where “the
two languages existed for a time side by side [in] the northern and eastern half of
England” (Baugh and Cable 2005, 101).

I argue in the following sections that the resulting common tongue, i.e., the basic
source of “Middle English,” was in fact a real amalgam of the two languages (previously
to some extent mutually comprehensible) not some surviving dialect of Old English with
anumber of Old Norse loans. I will demonstrate that Scandinavian daily life vocabulary
and also basic syntactic characteristics permeate Middle English in a way that simply
does not happen unless separate linguistic populations thoroughly mix, intermarry and
converse.

4. Locus or THE LiINGUISTIC AMALGAM: NOT EVERYWHERE IN ENGLAND

The area in which the amalgam of Old English and Old Norse took place was the
“East Midlands,” whose speech would later develop into Modern English. This area
almost exactly coincides with the dominant (more populated) southern part of where
Scandinavians principally settled in England, i.e., which constituted “the Danelaw.”
Strong corroborative evidence that Scandinavians settled extensively and for the most
part only in the Danelaw are the maps of Scandinavian settlements in England, e.g., in
Freeborn (1998, 43).

The Danelaw was an area of Norse law and administration, starting with a truce
between the English and the Danes after Kind Alfred’s military success in 878. As
mentioned earlier, it was north and east of a line from Chester to London (then on the
north side of the Thames). A geographical point of utmost importance for this study’s
argument is that the southern half of the Danelaw is essentially the same as the area
called the East Midlands by dialect geographers; cf. the map in Baugh and Cable (2005,
191). Perhaps counter to what the name suggests, the East Midlands are not just the east;
they actually encompass 2/3 of the distance from the North Sea to Wales, i.e., the larger
part of central England.

Scholarship on the history of English seems to unanimously agree that Modern
English derives principally from the East Midlands dialect. Step by step, Modern English

3. Further, the findings of this document had the effect of “. . . ending years of confusion resulting from the
gradual and sometimes violent dispossession of the Anglo-Saxons by their Norman conquerors.” (These
Modern English translations are from The Domesday Book Online, http://www.domesdaybook.co.uk/.)
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arises from “Chancery English” (15th century), in turn based on the East Midlands
dialect. According to Baugh and Cable, “[t]he type of English that contributed most
to the formation of the standard was the East Midland dialect . . . that became its basis,
particularly the dialect of the metropolis, London” (2005, 192). Moreover, the emergence
of that dialect as the basis of Middle English was further favored by the fact that “the
universities, Oxford and Cambridge, [are] in this region” (Baugh and Cable 2005, 193).*
In short, all available evidence indicates that the ancestor of today’s Standard English is
the spoken language of the southern Danelaw, in spite of the fact that under the Normans
this region no longer had a legal existence.

5. MipDLE ENGLIsH Is NoT OLD ENGLISH + CULTURAL BORROWING

If the Old Norse and Old English speakers in the Danelaw had been or felt separate
under the Conquest, community identities would have served to conserve each group’s
grammatical speech patterns. But the harsh realities of the Norman Conquest leveled
these differences and provided the basis for the integration of the Scandinavian and
English speaking populations.®

This integration was greatly aided, as Baugh and Cable (2005, 96) observe, by the fact
that the Anglian dialect (with large Scandinavian settlement) “resembled the language
of the Northmen in a number of particulars in which West Saxon showed divergence”
Moreover, differences a thousand years ago in pronunciation and vocabulary did not so
decisively separate West (Anglo-Saxon) and North (Old Norse) Germanic languages as
today:.

... many of the more common words of the two languages were identical, and if we had no Old
English literature . . . , we should be unable to say that many words were not of Scandinavian origin.
(Baugh and Cable 2005, 97; my emphasis)

Even under the hypothesis that Middle English is not West Germanic, it still shares with
Old English a two millenia old descent from a common ancestor Proto-Germanic.®
However, the pervasive presence of specifically Scandinavian vocabulary in the
English of daily life is what shows how thoroughly Norse and English fused into
a new system in 12th-century families speaking (creating) Middle English. A crucial
observation is that “the new words could have supplied no real need in the English
vocabulary. . . . The Scandinavian and the English words were being used side by side,

4. A further curious fact supporting the Danelaw area as the origin of Middle English is the conclusion
of Baugh and Cable (2005, 193), from dialect evidence, that “Such support as the East Midland type of
English received from the universities must have been largely confined to that of Cambridge” Notice
that the less influential Oxford is in the small part of the East Midlands outside the Danelaw.

5. Recall that I demonstrated earlier that the period of influence of Old Norse on Old English did not
coincide with the time of Scandinavian supremacy. The creation of the amalgam is indisputably later,
in the period following the Norman Conquest. This fact is well known but hardly ever pointed out
as meaningful in the scholarly literature, which follows instead a misleading tradition of situating
linguistic events (e.g., language loans) chronologically inside periods of earlier historical events that
precede and lead up to them.

6. Similarly, the common ancestor of Italian and Spanish was spoken some 2000 years ago, and neither
language today seems to be a total mystery to the speakers of the other.
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and the survival of one or the other must often have been a matter of chance” (Baugh
and Cable 2005, 100).

Of words not alike in Old English and Old Norse, some 1,800 Middle English words
“designating common everyday things and fundamental concepts,” by either “fully
convincing” or “probable” evidence, come not from Old English but from Scandinavian
(Baugh and Cable 2005, 99-105). In order to appreciate this, let’s look at about 30% of
their examples of Scandinavian “loans” in English. In (1) I have alphabetized every third
example of the words they discuss under several different headings.

(1)  bait, band, birth, bloom (not meaning flower as in German), brink, call, cow, crook
(as in crooked), die, dike, dregs, flat, flit, freckle, egg, girth, hale (in good health), keel,
kindle, link, low, nag, odd, race, ransack, root, sack, scant, scare, score, scrape, screech,
sister, skirt, sky, snare, tattered, thrift, and whisk.

Almost certainly, Old English already had words for say 90% of these objects and
concepts. Yet Middle English speakers used the Norse words — not because the concepts
were culturally new, but because Norse parents naturally passed on large parts of
their own vocabulary to their children. Thus, the “loans” from Scandinavian are not
borrowings in the usual sense.

To underscore this point, let’s contrast the denotations of the above words with those
of a similar number of later “daily life” borrowings from French in (2).

(2) lamp, table, chair (with aback), peach, pear, orange, lettuce, pea, juice, cider, cup, fork,
plate, bottle, ink, letter, add, approve, argue, arrange, equal, mention, offer, promise,
vase, napkin, fry, boil, roast, servant, mansion, porch, park, garden, flower, ball, vest,
button, and scarf.

The words in (2) plausibly qualify as cultural borrowings, especially since English
speakers were largely impoverished medieval peasants while French speakers were
frequently literate, well fed, well housed, well clothed, and by no means poor. So it
is easy to believe that Old English lacked words for most of these objects and concepts,
at least in the way life in medieval towns was organized. These words denoted things
and ideas culturally borrowed from upper and middle class Norman descendants and
thus differ strongly from those in (1).

Another list of Scandinavian loans in (3) is from Strang (1970) and according to
her the words first appear in written English after 1170, i.e., a hundred years after the
Conquest. She calls them “a handful of examples out of hundreds” (1970, 255).

7. Just as Scandinavian words were not integrated until two centuries after the Viking invasions, so also
the entry of French vocabulary in English was delayed. “In 1170 relatively few French verbs had been
absorbed, and although some dialects had borrowed many Scandinavian verbs, the likeness of verb-
classification between ON and English was so close that these loans filled and reinforced the strong-
weak-anomalous classification. . . ” (Strang 1970, section 154). Jespersen (1905) also documents how
significant borrowing from French, outside of military, religious and food terms, began only in the
mid-13th century. The borrowings came into the language largely because Norman French speakers
started to predominantly write and speak English at about this time, i.e., after Middle English had taken
on its characteristic form.



JoserH EMONDS 19

(3) bull, grey, cast (thrown), dream, want, hap (luck), fro(m), ill, though, skill, wing,
want, egg, skin, take

Again, these notions must have been expressible in Old English. It seems inconceivable
that such concepts would be “culturally borrowed” into a living language on its home
territory.

How large an open class lexicon for everyday things and concepts did downtrodden
and illiterate 12th-century English peasants use? Perhaps between six and seven
thousand words?® Recall Denham and Lobeck’s observation (Section 1) that only about
4,500 Old English words survived. A conservative guess is that 20% of these (900) could
be equally well Old English or Old Norse, leaving 3,600 specifically Old English words.
Since Baugh and Cable conclude that Middle English has 1,800 Norse words in its
vocabulary, the resulting ratio is 3,600 OE words combining with 1,800 ON words and 900
words common to both, i.e., a 2-1 ratio. That is, a third of the Middle English (Danelaw)
vocabulary is plausibly of Scandinavian origin.

The inescapable conclusion is that Middle English speakers of the Fast Midlands and
the North did not “borrow” Old Norse words; children simply brought them into their
native language in the twelfth and early thirteenth century by appropriating from their
parents Old Norse and Old English vocabulary on a nearly equal basis. The parents may
still have been speaking a mutually comprehensible amalgam of their native languages,
but their children were already creating from this vocabulary a new Germanic tongue
consistent with Universal Grammar — the language which we today call Middle English.

6. SCANDINAVIAN PRESENCE IN THE MIDDLE ENGLISH GRAMMATICAL LEXICON

Natural language lexicons have two arguably quite separate components: an open class
dictionary and a “grammatical lexicon” (Emonds 2000, Chs. 3—4). The open class lexicon
contains items in at most four categories: N, V, A (adjectives and productive adverbs,
e.g., A+ly in English), and P (prepositions and locational particles); section 5 has focused
on open class Norse words in Modern English. All other categories are composed solely
of items in the grammatical lexicon (including all affixes), which also contains closed
subsets of the most common N, V, A and P.

To exemplify, (4) gives a list of some 40 free morphemes in the English grammatical
lexicon (perhaps 10-20% of the total). These words are unmistakably in the grammatical
lexicon because they all share the hallmark of “unique syntactic behavior.”

8. This estimated size of Middle English daily vocabulary is prior to its enrichment by borrowings from
French.

9. This grammatical component of a lexicon consists of those items whose lexical entries have no purely
semantic features. All features of such items activate principles of grammar, so I call such items
“grammatical” morphemes. Since each grammatical item differs from every other by some syntactic
feature +F, some grammatical principle or rule must treat each item in every pair differently, so every
such item will have syntactic behavior different from every other (“unique syntactic behavior” as in
Emonds 2000, Ch. 4).
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(4) self, one, twice, thing, way, other, any, no, that, which, the, whether, be, have, get, do,
let, make, went, should, can, best, well, so, too, less, not, just, even, only, of, to, with,
for, by, since, away, together, now, there

An observable sociolinguistic property of grammatical as opposed to open class lexical
items is that living languages (those not in the process of language death) borrow
essentially no grammatical items that are free standing words or inflections. For example
I know of no English grammatical free morphemes from French other than just (Mary
Jjust left) and very (from the French open class vrai ‘true’)."”

The relation of the English grammatical lexicon to Scandinavian sources is entirely
different. Some twenty years of research on the English grammatical lexicon and its
properties have led me to conclude, on independent syntactic grounds, that English
grammatical verbs include those in (5) (Modals are not included here). Given the
discussion in Section 5, it is not surprising that a third of these grammatical verbs, those
in bold, are from Scandinavian.

(5) be, are, was, do, have, get, go, come, give, take, bring, want, need, make, let, say,
put

Apart from those listed above, Middle English incorporated Scandinavian grammatical
items in several other grammatical categories as well. These include:

— anew set of third person plural pronouns (they, their, them) and the form him,

— the quantifiers both and some,

— the prepositions at and from (Mustanoja 1960, 348—-49) and the conjunction though,

— null allomorphs from Scandinavian for relative pronouns and the complementizer
that (Jespersen 1905), to this day not allowed in West Germanic (Dutch, German),

— its only productive number agreement on verbs (3rd singular —s replacing —th),
deriving from Middle English usage in the North of England (Pyles 1971, 176), where
Scandinavian influence was heaviest.

The Middle English grammatical lexicon is thus peppered with Scandinavian forms.
And additionally, as in the open class lexicon, many other forms were so similar in
Old English and Old Norse that we cannot say today whether some Middle English
morpheme was derived from one rather than the other form. Since such lexical mixing is
not how borrowing into living languages proceeds, it must have another source, i.e., the
mixing was a product of a new language and new grammar created by children whose
parents spoke a kind of English-Norse “pidgin.”!! The question then arises, should we
consider this new language to be West or North Germanic?

10. Late Middle English extensively borrowed French derivational morphology (-able, —ment, —ise, etc.).
Perhaps the item much is also borrowed from some no longer used French source; cf. Spanish mucho.

11. T use “pidgin” here in the technical sense of a language created for communication by adults who don’t
share a common language. Children of such parents are generally said to use universal grammar or a
“bio-program” to create a “creole” based on the vocabulary of the pidgin. However, it is inaccurate to
call Middle English a creole, since it is in every way a Germanic language with properties not shared
even with neighboring Indo-European sub-families such as Romance and Slavic.
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7. WHY NORSE PREDOMINATED IN THE DANELAW (= EAST MIDLANDS AND NORTH)

As medieval East Midlands children mixed the vocabularies of their parents, presumably
often already of dual lineage even at home, which basic grammatical system did they
use to make sentences? Precisely because they were amalgamating two highly similar
syntactic systems, young speakers had no motivation to change the overall grammatical
design or “typology” of their fledgling Middle English; i.e., they didn’t need to resort to
a “bio-program” and create a true creole. But certain choices still had to be made:

— Should they use underlying head-initial (North Germanic) or head-final (West
Germanic) verb phrases, e.g., in infinitives?

— Shall the new language allow preposition stranding or not? (The man that I spoke to)

— Shall the infinitival particle to be a free morpheme or a prefix on the lexical V?

— Shall the passive/past participle have a prefix or not (German ge—, Old English y-)?

— Shall the genitive —s be a suffix on N (West Germanic) or on NPs (North Germanic)?

— Should the directional particles sometimes be V-prefixes (West Germanic) or not?

Though doubtless some children started using one system and some the other, they
finally settled on a common model. Plausibly the model derived from the families
in a social group with more prestige, despite the fact that compared to the French
speaking Norman overlords, all those involved were poor. Who might constitute the
more prestigious of the poor? In the 11th century preceding the Conquest, i.e., just
before the fusion of English and Norse:

— In the East Midlands (the Danelaw), the Norse had political power, due to the reigns
of King Canute and previously his father in the first half of the century.

— The Norse families had settled in the Danelaw continuously from the early 800s, some
250 years, and so could not have felt themselves or have been felt to be outsiders."

— The Norse permanently settled in England because of economic success in trade and
agriculture. Quite plausibly, their average economic status was higher than that of
the native English.

Even under the Conquest, families of Norse descent probably retained more social
prestige in local communities than did those of English descent - the latter
were politically subservient and lacked a recent history of conquest and trade
success. It would be thus natural if during linguistic amalgamation, Middle English
speaking children emulated the syntactic patterns of the more prestigious families of
Scandinavian descent. The question then becomes, does internal linguistic evidence
independently point in this direction?

12. In comparison, Irish have settled in the United States in large numbers only for about 150 years.
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8. SyNTAcTIC EVIDENCE THAT THE MIDDLE ENGLISH AMALGAM IS NORTH GERMANIC

Following general practice throughout linguistics, a language is classified by its syntactic
descent. This view dates from the beginnings of historical linguistics in the 19th century
and has no special relation to a generative approach. And in fact, the linguistic
differences between Old Norse and Old English strongly and unambiguously point to
Middle English being in the North Germanic family, not in the West Germanic. This
linguistic argumentation thus confirms the conclusions suggested by the sociolinguistic
considerations of section 7.

8.1 WORD ORDER IN VERB PHRASES

A thorough study of Middle English syntactic development fully documents “. . . the
base change from OV to VO (c. 1200) that is related to the loss of morphological case”
(van Kemenade 1987, summary). That is, while Old English Object-Verb order is West
Germanic (V is final in embedded verb phrases), Middle English has North Germanic
Verb-Object order (V is initial in all verb phrases). Along the same lines, Middle English
word order nearly perfectly prefigures that of Modern English, which retains no trace
of West Germanic verb-final order. As an example, Pyles (1971, 178-79) provides a 19
line passage from Richard Rolle’s The Form of Living, written in the early 1300s, where
“it is possible to put it word for word into Modern English.”**

Van Kemenade’s rough dating of 1200 for the emergence of VO order in written
texts is right in the period of full Scandinavian and English integration; her findings on
word order change in English texts thus support the claim that Middle English has the
grammatical properties of Old Norse. Old English word order, in fact, did not “change”;
it simply died out.

8.2 STRANDING PREPOSITIONS

Van Riemsdijk (1978) shows that free Preposition stranding, by which prepositions need
not move with their objects as in (6), is fully developed among the world’s languages in
only North Germanic — and English.

(6) a. The issue; was talked [p about ] t; for hours.
b. The issue; that he talked [p about | t; with the class was trivial.

West Germanic Dutch allows P-stranding under very restrictive conditions, and most
languages disallow it completely. It is not found in Old English, yet van Kemenade

13. Pyles means that his translation into Modern English vocabulary, without a single modification of word
order in the entire 19 lines, yields an entirely natural passage. To my ear, the phrasing in his modern
text has awkward word order in only two places: it is in more sweetness spiritually and for that may no
man deserve. Rolle used the Danelaw’s Northern dialect, whose modern counterpart survives alongside
Standard English.



JoserH EMONDS 23

(1987) documents its occurrence in Middle English. Here are two further examples in
the passage from The Form of Living cited by Pyles. The stranded Ps in (7) are set in bold.

(7) ...ites swa harde to com to for the freelte of oure flesch and the many temptacions -
... it is so hard to come to for the frailty of our flesh and the many temptations —

— that we er umsett with that lettes us nyght and day.
— that we are set about with that hinder us night and day.

8.3 CATEGORY OF THE INFINITIVAL MARKER

The counterpart to an infinitival marker to in at least Swedish (8a) and possibly
Norwegian (8b) is a free morpheme att/a respectively, which can be separated from
a following verb by adverbs or negation. Despite prescriptive prohibitions (in both
English and Norwegian), the infinitival toin (8c) has exactly this Scandinavian property:
i.e., it is fully natural separated from a verb; English to can even be stranded with an
elliptic verb phrase.

(8) a. Swedish Det dr viktigt [att alltid komma i tid].
Vi bad honom [att inte komma tillbaka].
b. Norwegian Vi ba ham [ikke a komme tillbake].
c. English It is important [to always come on time].

We asked him [to not come back].
She hated going out, but I persuaded her to.

On the other hand, the West Germanic infinitival markers, e.g., Dutch te and German zu,
are bound prefixes that cannot be separated from a V, even by another prefix: auszugehen
‘to go out’ vs. zu ausgehen (German). Thus, with respect to this characteristic, English
again lines up with North, not West Germanic.

8.4 UNPREFIXED PASSIVE AND PAST PARTICIPLES

West Germanic languages have prefixes for the passive/past participle: e.g., German
ge- and Old English y-. Scandinavian languages have no such prefix, and the prefix y-
disappeared in the Middle English period.

8.5 Host CATEGORY FOR THE GENITIVE SUFFIX

The Middle and Modern English inflection —s is a suffix on noun phrases, as in (9a), and
the same holds of the Mainland Scandinavian languages, for example Swedish (9b):

14. I thank Anders Holmberg, Professor of Linguistics at Newcastle, for discussion of these next four points
and for providing relevant examples from Mainland Scandinavian.
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(9) a. Anna’s house the woman with the red hair’s house
b. Annas hus (no apostrophe isused)  kvinnan med det roda harets hus

These forms contrast with West Germanic, where —sis a genitive case inflection on head
nouns only, e.g., as in German and Old English. This is another argument for English
being North Germanic.

8.6 PosITION OF DIRECTIONAL PARTICLES

In some Scandinavian dependent clauses, directional particles can be post-verbal free
morphemes. But in West Germanic including Old English, directional particles can never
follow verbs except when finite Vs are in “second position” in main clauses. Otherwise
a post-verbal position of a particle is excluded, as in the German (10a). English in fact
takes the North Germanic pattern further, totally excluding most cases of pre-verbal
directional particles, as seen in (10b).

(10) a. “Sie will den Brief nehmen aus.
Sie will den Brief ausnehmen
b. She wants to take the letter out.
*She wants to out-take the letter.

In a passage mentioning the mid-12th and early 13th century, Strang comments on
the development of this construction in Middle English: “But one factor is clearly of
the highest importance. . . . This is the development of the verb-particle combination
(phrasal verb), in which the particle may be preposition or adverb. Such combinations
were virtually unknown in OE, which used particles with verbs in separable prefix form
(as does Modern German), and for some reason this arrangement came increasingly to
be preferred” (1970, section 153). The reason is of course its Scandinavian source.

8.7 THE DIRECTION OF “CASE LEVELING” ON PRONOUNS

A final syntactic indication of English belonging to North Germanic is provided by its
notorious and much researched extension of pronominal object forms (me, him, her, us,
them) to all positions other than uncoordinated subjects of overt finite verbs (Emonds
1986). The relevant examples are given below in (11). The asterisk here indicates that the
examples appear only in highly prescriptive speech and writing.

(11) a. Mary or him will probably win the prize.
*Mary or he will probably win the prize.
b. Who wants another beer?
Us two! *We two!
Her over there! *She over there!
c. John is taller than them.
“John is taller than they.
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All Germanic languages in which case distinctions have been restricted to pronouns
exhibit some tendency to extend either subject forms or object forms (e.g., in coordinate
structures) to positions where case theory would dictate the other forms. The North
Germanic tendency, at least in regions that contributed most to settlement in England,
matches that of English: “Object Form default, vestigial-case Danish is remarkably
similar to English in its pattern of case variation in Coordinate DPs, . . . accompanied
by salient if slightly less extreme normative attitudes” (Parrott 2010).

In contrast, the West Germanic (i.e., Dutch) tendency is less pronounced and goes
rather in the direction of extending Subject Forms such as ik “I” to positions where
prescriptive and most adult usage requires an object form (A. van Hout, pers. comm.).

There are thus at least seven grammatical patterns where Middle and Modern English
show themselves to be North Germanic. And on the other hand, I know of no syntactic
patterns in which Middle English acts more as West Germanic than North Germanic.
Therefore, by the criterion of syntactic descent recalled earlier, Middle and Modern English
are indisputably in the North Germanic family. Middle English was created on the syntactic
model of Old Norse by native impoverished children in the East Midlands, during the
harshest period of Norman French rule. They used perhaps twice as much English as Norse
vocabulary, as doubtless they were surrounded by more speakers of Old English. But the
exact sources of Middle English vocabulary do not affect the argumentation or conclusion
that its syntax and therefore genetic descent is from North Germanic.

9. LAcCK OF INFLECTION IN MIDDLE AND MODERN ENGLISH

Van Kemenade (1987) thoroughly documents an interesting claim of traditional
scholarship: the Middle English amalgam was marked by loss of overt inflection, focusing
her examples on the absence in Middle English of Old English case on nouns. Scholars
of this period’s Middle English remark that the conflicting overt (but unstressed)
inflections of the parent tongues (Old Norse and Old English) were a source of imperfect
learning and grammatical confusion. Baugh and Cable (2005, 104) phrase it thus:

In many words the English and Scandinavian languages differed chiefly in their inflectional
elements. The body of the word was so nearly the same in the two languages that only the endings
would put obstacles in the way of mutual understanding. In the mixed populations that existed in
the Danelaw [and developed Middle English, JE] these endings must have led to much confusion,
tending gradually to become obscured and finally lost.

Strang (1970, section 156) expresses a similar view. Consequently, these authors feel, the
new generations opted for a simple solution: don’t pronounce the inflections; rather, “drop
them” For example, English finite verbs exhibit greatly reduced number agreement. As seen
in Section 6, its only productive inflection —s has its origin in the Old Norse of Northern
England. Here is a list of the many inflections that disappeared in Middle English:

— All marked forms of English subject-verb agreement inflections are null.”®
— Van Kemenade (1987) dates the total loss of case on English nouns at c. 1200.

15. Third singular verb forms are cross-linguistically the least marked (Benveniste 1966).
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— Unlike West Germanic languages, Middle English has no past participle prefix.
— Strang (1970) documents the last instances of impoverished adjectival agreement in the
13th c. Previously, it was not very different from that in current Dutch.

When a language has a grammatical characteristic not shared with its parent language or
nearby cognate languages, such as a general loss of inflection, one looks for sociolinguistic
causes. In the case at hand, the particular conditions of the birth of Middle English (a new
common language fashioned by unschooled East Midland children under conditions created
by the Norman Conquest) account for why English has such notably impoverished inflection.
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1. INTRODUCTION

With respect to the generous scope of the conference, let me contribute with a paper
from the field of comparative philology. The main aim of this paper is to present
a few remarks on the importance of diachronic linguistics for students of English,
particularly on the role of the Gothic language in diachronic investigation. I will attempt
to introduce Gothic as a language source which — though extinct for more than three
centuries — represents an effective means of discovering and/or confirming relevant
details about the language, history, society and culture of Germanic tribes, including
the Anglo-Saxons. Unlike most studies, which often examine Gothic for the purposes
of comparative grammar, I will approach the topic from a lexical perspective. In the
final - historiographic - part, I will comment upon the status of Gothic in the curricula
of Czech universities.

2. Dipactics oF DIACHRONY

Those of you who attended the 9th Brno International Conference of English, American
and Canadian Studies, organized and hosted by the Czech Association for the Study
of English and the Department of English and American Studies, Faculty of Arts,
Masaryk University,' may know that one of the available seminars was labelled
“Didactics of Diachrony.” The aim of the seminar was to create a forum that would bring

1. The conference took place 4th—6th February, 2010, and was subtitled Diversification and Its Discontents:
Dynamics of the Discipline.



28 THEORIES AND PRACTICE

together teachers of the history of English, working within diverse linguistic traditions,
methodological frameworks and curricula, to discuss the present-day topicality and
desiderata of their discipline.

In particular, the seminar aimed to address three important questions related to
interdisciplinary approaches both in research and teaching processes: (1) Does the
growth in less traditional linguistic fields represent an onus, or rather a bonus, for
the discipline? (2) How much of the curriculum for the development of English should
be devoted to general linguistics and sociolinguistic issues? (3) Should efforts to equip
students with the ability to read historical texts be abandoned altogether?

Moreover, the participants were invited to discuss their personal views on such
topics as diachronic-synchronic analysis in class and in textbooks; reconciling external
and internal factors of linguistic change in teaching; differences between teaching the
evolution of English to native and non-native speakers of English; digital applications of
diachrony, including the use of electronic textbooks, texts and corpora; and the role of
philology — particularly the question of whether it has something to offer to students.?

Although only a few colleagues took an active part in the seminar and presented their
papers, the subsequent discussion was fruitful, and the international forum (including
scholars from the Czech Republic, Poland and Germany) agreed that it is beneficial for
diachronic linguistics to be open to new trends in linguistic research and training, taking
advantage of electronic sources, emphasizing the significance of interdisciplinarity and
the interconnectedness of synchronic and diachronic analysis. All participants shared
the opinion that the history of the English language should be valued as an essential
part of English studies, which further contributes to the much broader interests of
comparative philology.

3. THE GoTHIC LANGUAGE

The Gothic language is the earliest Germanic language to appear in extensive specimens,
thus offering a starting point for any comparative analysis within the Germanic group.
Compared to (Old) English, for example, with its first written records dating to the
seventh century, Gothic, apart from a few runic inscriptions, was recorded in script as
early as in the middle of the fourth century. It is thanks to Bishop Wulfila (c. 311-383?)
and his translation of the New Testament from Greek into Gothic that we have such
early examples of the language; though all the surviving fragments are found in
manuscripts from the fifth and sixth centuries (e.g., in Codex Argenteus). Wulfila is also
known for inventing the Gothic alphabet, which is, in simple terms, an adaptation of the
fourth century Greek uncial script with additional letters inspired by the contemporary
Latin and Runic alphabets (see Mojdl 2005, 70-71).

Gothic belongs to the eastern branch of Germanic languages (together with Vandalic
or Burgundian). Nevertheless, it shares certain features with both the North Germanic

2. The seminar “Didactics of Diachrony” was prepared by Jan Cermak and Ondfej Tichy. It was they who
formulated the seminar proposal.
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languages (e.g., a large number of inchoative verbs ending in -na, or the so-called
Holtzmann’s Law) and the West Germanic languages (e.g., reduplication as a marker
of the preterite). In contrast to these sub-branches of the Germanic language family,
Gothic displays neither the morphological umlaut (cf. Gothic fotus — fotjus with English
foot — feet or Swedish fot — fotter) nor the rhotacism of Proto-Germanic *z (cf. Gothic
drus and Old English dryre). Sociolinguistically speaking, Gothic, particularly its lexicon,
reveals numerous contacts with other languages (Latin, Greek, Celtic etc.). Importantly,
Gothic never had a standard form; it was rather a conglomerate of dialects, out of which
Ostrogothic and Visigothic are the most significant.

In reference to the issues raised in the preceding section of this article, it can be
added that Gothic not only is a crucial factor in reconstructing Proto-Germanic (or
even Proto-Indo-European) and in providing comparison within the Germanic language
group, but it also functions as an important foundation for interdisciplinary inquiry.
Due to the fact that for about five hundred years Goths were migrating throughout
large regions of Northern, Eastern and Southern Europe, they came into contact with
numerous communities, frequently of different socio-cultural backgrounds. Imprints
of these contacts are also reflected in their language. As Gothic is a well-documented
language,® with high-quality online databases available, anybody can take advantage of
this invaluable resource. In what follows, I will present a few examples of how Gothic
relates to other Germanic tongues, particularly (Old) English.

4. FrROM WORDS TO CULTURE

I agree with Max Miiller that “[t]he history of words is the reflexion of the history of the
human mind, and many expressions which we use in a . . . conventional sense are full of
historical recollections if we can trace them back to their original form and meaning” (1864,
16). Regarding the Gothic lexicon, it helps us discover or confirm information on diverse
aspects of the life of the Germanic peoples, including the Anglo-Saxons. As we are within
the field of philology, let me support this view by giving lexical examples related to that
field. Due to space limitations, only two Standard English lexemes (or their Anglo-Saxon
equivalents) will be subjected to comparative analysis: namely write and read.*

The original words utilized for denoting the activity of “writing” in the Indo-
European languages carried the meaning of “cutting” or “scratching” (Latin scribo,
Breton skriva, etc.). Relevant examples can also be found within the Germanic language
group (Swedish skrifwa, Icelandic skra, German schreiben). Although today these
expressions mean simply “to write,” archaic Gothic texts prove that even here the
primary signification was “to scratch” or “to cut” (Gothic skreitan “to tear”). This fact
can further be supported by an evidence from Anglo-Saxon (screopan “to scrape”).
Interestingly, in addition to the meaning of “writing,” Old Norse rita, for instance,

3. See the complete bibliography of writings on the Gothic language summarized in CD-ROM format by
Petersen (2005).

4. Most instances of the language material are acquired from Picton (1864), in the second part of his philological
paper on the ancient Gothic language.
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denoted the concept of “drawing” and “sketching”; in the similar way as Anglo-Saxon
writan or German reissen did (cf. Lithuanian piésti or “to draw, to sketch”; Proto-Slavic
“pvsati “to draw”).

The Gothic word for “writing” is meljan and has a different story behind it. It originated
from an Indo-European root *mel-, signifying “to paint” or “to blacken” (cf. German malen,
Swedish mala, or Czech malovat). In Modern English we still have the remains of this root
preserved in the compound maulstick. According to Picton (1864, 53), it was in Gothic
that “an entire departure from the primitive idea connecting writing with cutting and
engraving in all the other kindred tongues” began. Gothic was the first Germanic language
that abandoned the runic script (based on engravings), and constructed its own alphabet
(see Waulfila above). As Gothic manuscripts were written on parchments, not curved into
wood or stone, we may infer that “the old term no longer applied, and a word expressive
of painting or colouring was more applicable” (Picton 1864, 53).

Turning now our attention to the lexeme read, it can be seen that in Gothic “to
read” was expressed by the very same term as “to sing” — singvan. In Luke (4:16), in
the passage where Jesus enters the synagogue in Nazareth, we may find the following
example: usstoth singvan bokos (literally “he stood up to sing the writing”). Another
example can be extracted from the 1st Letter to Timothy (4:13): unte qima gaumei
sangva boko (meaning “attend to the singing of books”). In other words, Gothic gives
evidence that the idea of “reading orally” and the idea of “singing” overlapped in Old
Germanic languages. Gothic *redan, in contrast, meant “to plan, to advise, to consider.”
By the eighth century, the equivalents of *redan and singvan had been stabilized in their
modern meanings (cf. the Anglo-Saxon version of Luke (4:16): he aras theet he reedde).

5. GotHIc AND ENGLISH STUDIES IN THE CZECH LANDS

At this point, let me add a few comments on the status of Gothic as viewed from the
perspective of Czech scholars, particularly Anglicists. Though you might argue that
the knowledge of the Gothic language is essentially important for Germanists and
comparative linguists, there is a long-lasting tradition at Czech universities of providing
a brief introduction to Gothic - especially at the master’s and doctoral levels — not only
for students of German and comparative linguistics but also for students of English (cf.
Kavka 2007, 118). Usually students are trained in reading shorter Gothic texts and are
presented with an overview of Gothic phonology, orthography and grammar.

The first Gothic grammar written in Czech was prepared by Vaclav Emanuel
Mourek (1846-1911) as early as in 1910. His respected colleagues from the universities
in Prague and Brno, Josef Janko (1869-1947) and Antonin Beer (1881-1950), made
additional contributions by publishing notable articles and treatises as well as by giving
inspiration to their students. From the 1930s, Gothic was a central scholarly interest of
Leopold Zatocil (1905-1992), who researched not only Gothic grammatical structures
but also philologically-oriented literary history.” Recently, Ale§ Svoboda (1941-2010)

5. Though Mourek, Janko, Beer and Zatod¢il are rather known as Germanists, all of them also studied or
taught English.
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and Stanislav J. Kavka, established courses of Gothic at the departments of English and
American Studies in Opava and Ostrava, respectively.

6. CONCLUSION

Hopefully these few illustrations and remarks have sufficiently demonstrated that the
knowledge of the Gothic language should be valued for its ability to enable one to
find links among a large number of Indo-European languages, including (Old) English.
Furthermore, I hope to have provided some evidence about how our understanding of
interlingual relations expands our understanding of intercultural phenomena. Taking
all this into consideration, I believe that significant space in curricula of English studies
should be devoted to diachronic issues. Our efforts to provide students with the ability
to read and analyze historical texts should not be abandoned, and the rich tradition of
Czech linguists (including Anglicists) being attentive to the importance of Gothic should
be further developed.
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OVERVIEW OF COLLOCATION STUDIES IN THE ENGLISH LANGUAGE ENVIRONMENT

Collocation was used as a linguistic term in the 18th century when it was used to refer
to the meaning that is now commonly covered by the closely related term “colligation,”
i.e., grammatical juxtaposition of words in sentences (Bartsch 2004). However, Harold
Palmer is said to have been the first to actually use the term collocation in its modern
linguistic sense to denote units of words that are more than single words (Palmer 1931).
In 1933, in his book on phraseological research, Palmer used the term collocation again,
stressing the arbitrary, non-rule-governed nature of these word combinations and the
fact that they have to be learnt as wholes (Palmer 1933).

Approaches to collocational thinking can be divided into four major groups:
linguistic (sometimes referred to as a frequency-based approach), phraseological,
pedagogical and computational. In practice, these approaches are interrelated.

LinguisTic APPROACH TO COLLOCATIONS

The linguistic approach does not characterise collocations with respect to other word
combinations. Collocations are followed mainly in terms of their frequency, not in terms
of semantics. The key representative of the linguistic approach is John Rupert Firth, who
established the term collocation as a technical linguistic term (Firth 1951). But for him,
collocation was not connected with positioning larger phrasal units as units of meaning.
Firth used this concept to define the meaning of a single word. For him, e.g., one of the
meanings of night is its collocability with dark, but he was not interested in the meaning
of dark night as a unit (Firth 1951, 196).
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The scholars who built upon Firth’s ideas are often referred to as “neo-Firthians,”
the main representatives being M. A. K. Halliday and J. M. Sinclair. Halliday is famous
mainly for his functional grammar theory, but in the 1960s he also published work on
lexis (Halliday 1966), and together with Sinclair he continued the work begun by Firth
and further developed his ideas on collocation. In opposition to Firth, who says that it is
word forms (e.g., get, gets, getting) that have collocations, not lexemes, Halliday claims
that lexical items are the entities involved in collocation, not word forms. Halliday, like
Firth, considers collocation a lexical phenomenon rather than a grammatical one. Later
he slightly changes his opinion, saying that it is essential also to examine collocational
patterns in their grammatical environments and to compare the descriptions given by
the two methods, lexical and lexicogrammatical. Halliday also introduces collocation as
a statistical concept and says that it is quantifiable, considering co-occurrences of all
probabilities as collocations (Halliday 1961).

Next to the above mentioned school there are a number of scholars who do not
fall into any group and yet also base their research on the Firthian approach, the
most famous being S. Greenbaum, G. Kjellmer and T. F. Mitchell. Greenbaum (1970)
claims that syntactic relationships have to be taken into consideration, and he also
considers frequency as an important factor when analysing collocations. Kjellmer’s
research of collocations is widely frequency-based. He defines collocation as a sequence
of words that occurs more than once in identical form in a text corpus and which
is grammatically well-structured (Kjellmer 1987, 133). The output of his work on
collocations is A Dictionary of English Collocations (Kjellmer 1994), which is based on the
one million-word Brown Corpus. In his dictionary, Kjellmer claims that only adjacent
items are regarded as collocations. He considers idioms as a sub-group of collocations
and defines an idiom as a collocation whose meaning cannot be deduced from the
combined meanings of its constituents (Kjellmer 1994, xxxiii). In Mitchell’s opinion
(1966), the study of collocations must concentrate both on grammar and semantics,
unlike Halliday and Sinclair who separate between grammar and lexis.

PHRASEOLOGICAL APPROACH TO COLLOCATIONS

The phraseological approach to collocations has been strongly influenced by the Russian
tradition, the origins of which can be traced to the 1940s and the main representatives
of which were the Russian phraseologists V. V. Vinogradov and N. N. Amosova. The
most distinguished representatives of this approach are the Neo-Firthians A. Cowie,
P. Howarth and I. A. Mel¢uk.

Cowie built on the Russian phraseological tradition and applied its results to corpus
material and to dictionary-making. He differentiated between two key types of word
combinations, namely “formulae” and “composites” According to Cowie, formulae are
units of sentence-length which have pragmatic functions (e.g., Good morning.; How are
you?), while composites are types below the sentence level (e.g., dry run). In Cowie’s
opinion, collocations are part of the latter. Cowie views collocations as associations of
two or more lexemes occurring in a specific range of grammatical constructions and
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defines them as composite units, which permit the substitutability of items for at least
one of the constituent elements, the sense of the other element, or elements, remaining
constant (Cowie 1981, 224). As an example, he gives the collocation run a business in
which a business can be substituted by a theatre, or a bus company. In his later work,
Cowie uses the term multiword units, which involve different categories, like collocation
and idiom. Howarth builds his research on the Firthian tradition as well as on the
Russian phraseological tradition. He admits investigating language use through corpora
but says that a frequency-based approach is not sufficient (Howarth 1998, 27). Mel¢uk,
a Russian linguist who was forced to immigrate to Canada, was also inspired by the
Russian tradition. He developed a system in which collocations are part of a larger
class, which he calls set phrases or phrasemes. The former corresponds to what Cowie
calls formulae, the latter to his composites. The phrasemes are divided by Mel¢uk into
pragmatic phrasemes and semantic phrasemes. Pragmatic phrasemes include expressions
like greetings, proverbs or sayings, while semantic phrasemes are formed by idioms,
quasi-idioms/quasi phrasemes and collocations/semi-phrases (MelCuk 1995, 1998).

PEDAGOGICAL APPROACH TO COLLOCATIONS

Studies of collocations for pedagogical purposes have become largely popular with
the increasing possibilities of computers, whereby huge amounts of texts stored in
high-capacity computers are analyzed. The beginnings of the pedagogical approach to
collocations are connected with H. E. Palmer, who was a teacher of English in Japan.
Collocational units are described in the following way by Palmer (Palmer 1933, 13): “It
is not so much the words of English nor the grammar of English that makes English
difficult, but that vague and undefined obstacle to progress in the learning of English
consists for the most part in the existence of so many odd comings-together-of-words”
Palmer was fully aware of the need for a classification of these “comings-together-of-
words,” and he defined collocation as a succession of two or more words that may best
be learnt as if they were a single word. He used the term collocation for a range of word
combinations, laying the foundation for the study of collocations and idioms by future
generations of linguists.

According to McCarthy (McCarthy and O’Dell 2005), today’s pedagogical approach
to collocations is one of the most practical applications. Learning collocations helps
students to increase their range of English vocabulary and to speak and write English
in a more natural and accurate way.

COMPUTATIONAL APPROACH TO COLLOCATIONS

In the early 1990s, a new approach to collocations and their importance in language
crystallised. Evidence of this is both the publication of a range of collocation dictionaries
(Oxford, Cambridge, Longman, Macmillan and Collins) and an increased effort to
introduce collocations widely into English language teaching and English language
textbooks. There has been a revolutionary change in the possibilities of obtaining
information on collocations. Huge collections of texts in electronic form (corpora) provide
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authentic information on word combinations. Specialised computer programmes search
for word combinations in texts automatically and with a high level of reliability.

The computational approach to collocations is an elaborate frequency-based
methodology in collocational studies. The most distinguished personalities in the
computational approach are J. Sinclair, a follower of Firth’s traditions, and M. Stubbs.
Sinclair contributed to solving some of the practical problems connected with the
Firthian view of collocations. He used Firth’s original ideas in the undertaking of the
OSTI project (Sinclair et al. 2004) and later also the COBUILD project, one of the most
ambitious and largest lexical research projects ever carried out (Carter 1998, 167).

Sinclair’s view of collocations have evolved over time. In the OSTI Report of 1970,
Sinclair defines collocations as the co-occurrence of two items in a text within a specified
environment. However, in his later publications Sinclair considers collocations as the
occurrence of two or more words within a short space of each other in a text (Sinclair
1991, 170). Sinclair consolidated the use of special terminology in collocation research, which
is widely used today. According to his definitions, the node is the word under study, the
collocate is the word that enters into collocation with it and the span is the distance between
the words. The set of all the collocates that can enter in collocation with the node is called the
collocational range of the particular word. In compliance with the Firthian tradition which
differentiates between habitual and unique collocations, Sinclair distinguishes between
significant and casual collocations (Sinclair et al. 2004, 10). Sinclair also claims that in corpus
analysis one form of a lemma is usually much more common than others and that different
word forms can have quite different collocates (Sinclair 1991, 68—69).

Stubbs deals with different aspects of lexis in his linguistic research, including
traditional lexical semantics, lexical fields and collocations. He says that meanings
are conveyed directly, by the choice of particular words, but they are also conveyed
indirectly by patterns of co-occurrence: which words collocate and which words occur
in which grammatical constructions. Such patterns in his opinion are not directly
observable, since they depend on abstract categories (Stubbs 1996, 97-98). In Stubbs’s
view (Stubbs 1995), words have a tendency to co-occur with certain other words, and
he adds that culturally and communicatively competent native speakers of English are
aware of such probabilities and of the cultural frames they trigger. By collocations he
means a relationship of habitual co-occurrence between words (lemmas or word-forms).

Stubbs is convinced that quantitative techniques of corpus analysis can be used to
analyse the meaning and use of cultural keywords. The main concept is that words
occur in characteristic collocations, which show the associations and connotations they
have. He adds that such collocations are open to introspection only in a very rough and
ready way; often native speakers’ intuitions about collocations are very inaccurate, and
intuitions certainly cannot document such collocations thoroughly (Stubbs 1996, 172).

Today, research subjects have slightly shifted towards the study of frequency of
words in corpora and the key words appearing in them. Of the researchers involved
in corpus analyses, two scholars are worth mentioning, namely Tony McEnery and
Andrew Wilson (2005). They focus on the relationship between quantitative and
qualitative approaches to corpus analysis and introduce some of the main quantitative
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methods used in working with corpora, e.g., frequency counts, significance testing and
testing for significant collocations. their aim is not to provide details of the statistical
procedures but rather to provide a detailed guide for further studies in this discipline.
McEnery and Wilson illustrate the importance of corpora as sources of empirical data
in many areas of language study, including lexical studies and semantics.

COLLOCATION STUDIES IN THE CZECH LANGUAGE ENVIRONMENT

If English and Czech are compared from the point of view of studying collocations, then in
English this study is stressed by the fact that English words are much more polysemous, i.e.,
they have many different meanings than words in Czech, in which the meaning of words and
their forms is much tighter. Thus, the importance of context is crucial in English to differentiate
between meanings, not just the part of speech or some other grammatical category.

PrAGUE LiNGuisTIiC CIRCLE

Collocational studies, although not systematic but rather connected with other phenomena
such as compounding, appeared for the first time in the work of representatives of the
Prague Linguistic Circle. The first Czech linguist who approached the term collocation,
although in a different way than today’s understanding, was Vilém Mathesius.
According to Mathesius (Mathesius 1975), collocations are fixed combinations of
independent words. He differentiates collocations from compounds, which in his
opinion are connections of two words the semantics of which no longer convey the
independent meaning of the components, and adds that “such definition does not apply
to collocations of two words like psi vino where the semantic isolation of the whole
with respect to its components has admittedly taken place and yet the collocation does
not constitute a compound” (Mathesius 1975, 29). Mathesius claims that recently English
compounds of the Germanic type changed into collocations (Mathesius 1975, 32), and
he provides their characteristic patterns. Using two expressions a “black” bird and a
“blackbird” Mathesius compares their functions. While the former is a free combination
of two words in his opinion, the latter is a collocation, i.e., a closed, fixed combination.
Mathesius suggests that in collocations consisting of an adjectival and a nominal part,
the adjectival component can neither be separated nor modified independently (a
blackbird), whereas in a compound of the same type the first part can be compared
(e.g., the blackest bird). In regards to word structure, Mathesius further claims that
English can form very extensive collocations, largely of the Germanic type, which are
analysed in translating from their last component (Mathesius 1975, 32). He also mentions
newspapers and magazines as very common sources of collocations.

COLLOCATIONAL STUDIES AT THE END OF THE 20TH CENTURY

A wide interest in computer-based linguistic studies and in collocation studies in the
Czech environment started in the 1990s when corpus linguistics arose as a part of
computer linguistics. The research in this sphere is connected with scholars circled
around the Institute of the Czech National Corpus (Ustav Ceského narodniho korpusu),



38 THEORIES AND PRACTICE

which was established in 1994 and which has been working on building the Czech
National Corpus since then. Researchers from Charles University, Masaryk University
and the Academy of Sciences of the Czech Republic are involved in this project.

Collocations and phenomena related to them are at the edge of interest amongst Czech
linguists in spite of the fact that they have been of considerable importance in the world
(especially in British linguistics) for decades (Kfen 2006, 223). The definition of the concept
of collocation is wide in Kfen’s view and depends on the approach of the concrete scholar
or the application that deals with searching collocations. In his opinion, different linguistic
phenomena can be considered collocations, from professional terms through multi-word
prepositions, phrasemes and idioms to co-existence of words, which can be more or less
random or given by mere preference or coherence of meaning (Kten 2006, 223). Furthermore,
he thinks it is not easy to decide what a collocation is and what it is not.

The concept “kolokace” (collocation) was first applied to the Czech language by
Frantisek Cermak in 1982 (Cerméak and Sulc 2006, 11). Cermak, today’s key personality
of corpus linguistic studies in the Czech Republic and at the same time the head
of the Institute of the Czech National Corpus, highlights the importance of corpus
studies. While in the past, linguistics dealt only with classification of isolated facts
and knowledge, exceptionally grouping them in classes, today’s methods, according to
Cermak, concentrate on interrealitions, co-occurrences and the correlation of these facts
as well as their classes in texts (Cermak and Blatna 2006, 10).

Itis evident that Cerméak widely realises the importance of computers and corpora for
the study of different aspects of a language (in his case the Czech language), including
the study of collocations and especially for lexicographical purposes.

According to Cermék, collocations are the most common subject of study of
concordances inside a corpus. According to Cermak, collocations are the most common
subject of study of concordances in a corpus. He defines collocations as statistically
significant combinations of words and lexemes, which enable a more comprehensive
study and at the same time demonstrate the behaviour of words (word forms) or lemmas
in texts, and as a meaningful combination of words/lexemes, predominantly in the form
of multiword expressions, the occurrence of which depends on their mutual collocability
and thus also their compatibility (Cermak and Blatna 2006, 12).

The term “kolokace” (collocation) has replaced the older term “slovni spojeni” (word
combination), which is not suitable any more because it consists of two words and it is
difficult to form derivational forms from it. (Cermak and Sulc 2006, 11).

Cerméak and Sulc (2006, 12) divide lexical combinations in a text to:

A SyYSTEMIC

1. regular a: term collocations (multi-word terms) (e.g., cestovni kancelaf, kyselina
sirova)
b: multi-word proper names (e.g., Kanarské ostrovy, Velka Britanie)

2. irregular a: idiomatic collocations (idioms and phrasemes) (e.g., lezet ladem, udoli
stint)
b: extensions and transitions (stara dobra Anglie, ¢erna dira)
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B TEXTUAL

3. regular a: common collocations (e.g., letni dovolena, snadni odpovéd, dfevna
tuzka)
b: analytical forms (e.g., Sel by, byl zapsan, vzpominajici si)

4. irregular a: metaphoric collocations (e.g., tteskuté vtipny, virové hratky)
b: random combinations in neighbouring position (e.g., (vyvody) vzduchotechniky
uvnitt (bytu)
c: other combinations (blabol)

C TEXTUAL & SYSTEMIC COLLOCATIONS OF COMMON USAGE
(e.g., prat pradlo, nakrajet nadrobno, umyt si ruce, nastoupit do vlaku)

Cermék sees two key areas of application of collocations, namely lexicography and
teaching. In lexicography, collocations are an ideal source of examples with individual
head words. In the sphere of teaching, especially teaching foreign languages, whole
courses are based on collocations.

In the latest Czech-English dictionary on collocations, Klégr defines collocations
as “more or less automatic combinations of verbs and nouns which are one of the
basic types of language prefab blocks, whose components are characterised by a
distinct mutual or at least one-way preference and predictability (the use of one word
predetermines and restricts the choice of another word in a sentence” and adds that,
“without this, it is hard to compose a good English text” (Klégr et al. 2005, 8).

Despite this definition, Klégr admits that there are several difficulties associated with
collocations, especially in that there exists a lack of consensus on definition and that
there is an absence of clear criteria in what would delimit the range of a node’s collocates
and provide a firm basis for their lexicographic description. According to Klégr, this is
a problem encountered in both monolingual and collocational dictionaries but becomes
crucial in the latter.

Jan Haji¢ deals with computational morphology of the Czech language and
participates in the project of preparation of the frequency morphological dictionary.
Other Czech linguists approach collocations from different points of view, analysing
them lexicologically as well as grammatically, e.g., R. Blatna (2004), E. Haji¢ova (2002),
M. Kopiivové (2006), M. Kfen (2006), J. Panevova and V. Schmiedtova (2006), P. Saldové
and M. Sulc (2006), M. Sulc (1999).

To conclude, collocations are an inseparable part of both English and Czech,
which also reflects on the increased interest to study and analyse them. Further, the
proficiency by native and non-native speakers of these languages is tightly connected
with themastering of collocations.
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1. INTRODUCTION

This paper aims to compare the use of the English Present Perfect tense (1a) and the
German Perfekt (1b), which is its superficially similar counterpart.

(1) a. Ihave studied.
b. I habe studiert.

The study tries to ascertain to what extent these two tenses are similar, ie., have
similar meaning, use and distribution. The study is predominantly based on contrasting
grammar theories presented in well-established grammar manuals in both languages
and on the findings gained from the analysis of parallel texts in English and German,
encompassing prose texts and film dialogues.! This analysis will not consider examples
in the progressive aspect since it is assumed that the presence of this aspect does not
have any influence on the results of the analysis. The investigation will be carried out
from an English language perspective, i.e., English utterances are considered as default,
and the analysis examines the variation in their German counterparts.?

1. Texts used for analysis are selected chapters from Rushdie (1999), Thackeray (2003), Scott (1998),
Stevenson (1993) and Swift (2004) and film dialogues from American Beauty (2000), Bridget Jones’s Diary
(2004) and Forrest Gump (2001), and their German translations.

2. This paper draws upon the contrastive analysis of the temporal systems in English and German
carried out in the author’s master’s thesis, “Expressing Past States and Actions in English and German:
Comparison of Tenses” (2009).
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2. ENGLISH PRESENT PERFECT

Based on Comrie’s traditional division (1976), Huddleston and Pullum (2002) point
out that the use of the Present Perfect can be divided into four basic functions: the
continuative Perfect, the experiential Perfect, the resultative Perfect and the recent past. The
first function, the continuative Perfect, exemplified in (2), means that the Present Perfect
refers to past actions and states stretching from a point in the past to the present. This
type is combined with the compatibility of the tense with the prepositions since and for.

(2) He could have been here ever since.

Another type, namely the experiential Perfect (3), frequently accompanied by the
adverbials ever and never, denotes the meaning of experience gained up to the present
time.

(3)  This is the worst book I have ever read.

The resultative Perfect expresses the result of a past action for the present situation, i.e.,
referring to the example (4), the activity of losing the keys results in the state that the
speaker does not have the keys at the moment of speaking.

(4) I have lost my keys.

The last prototypical use of the Present Perfect exemplified in (5) is to denote the recent
past, which is often supported by adverbials recently, just, already, etc.

(5) I have just finished the article.

Although these functions apparently overlap to a certain extent, still, this division is
applied in the analysis. It must be stressed that the English Present Perfect canonically
does not denote actions and states that are perceived by the speaker to fully belong
to the past time sphere (as this is the sphere of the Past Simple), which leads to the
incompatibility of the Present Perfect with temporal adverbials explicitly anchoring an
event in the past such as yesterday, a moment ago, in 2002, etc.

3. GERMAN PERFEKT

Traditional German grammar books, including Helbig and Buscha (2001), maintain that
the German Perfekt has two uses; namely the Perfekt expressing a result (in German
Perfekt mit dem resultativem Charakter) and the Perfekt denoting a past event (in German
Perfekt zur Bezeichnung eines vergangenes Geschehens).> The first use of the Perfekt, the
Perfekt expressing a result, seems to have retained some inherent features of the perfective
aspect (such as relevance for the present, completeness and a resultative character), so when
a speaker wants to express a result of a past action, the Perfekt is obligatory in German,
i.e., example (6) implies that the child is asleep now.

3. German terminology translated by the author.
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(6) Das Kind ist eingeschlafen.

The other type of the German Perfekt is the Perfekt denoting a past event. In the English
tense system, the above mentioned inherent features of the perfective aspect seem to be
essential and exploited to a great extent, whereas in German, the situation is different.
According to Welke (2005), the perfective effects are being neutralized in German, and
the Perfekt is becoming semantically similar to the Prateritum (i.e., the past tense). As
a result of this, the two tenses are interchangeable in many occurrences, as shown in
examples (7 a-b), which are synonymous.

(7) a.  Sie arbeitete gestern den ganzen Tag.
b.  Sie hat gestern den ganzen Tag gearbeitet.

This interchangeability is, however, restricted by several factors influencing the
distribution of the two tenses, namely the Perfekt and the Préteritum. According to German
grammar manuals, one of the most significant factors is the discourse. The Perfekt has a
tendency to appear in dialogues, whereas the Prateritum is frequent in monologues and
narratives. Another factor that might result in favouring one of the tenses over the other is
the pronunciation of the verb form, particularly its smoothness. Therefore the form du hast
geschossen is certainly preferred to du schossest. Furthermore, regional differences play an
important part in tense distribution. According to Fabricius-Hansen (2005), the use of the
Prateritum in spoken language is gradually declining, mainly in South German Dialects,
and is being replaced by the Perfekt. The exceptions are modal verbs and the auxiliaries
sein and haben, which resist this tendency and appear in the Prateritum.

4. CONFRONTATION OF THE Two SYSTEMS

This part of the study focuses on the use and distribution of the English Present Perfect
and the German Perfekt. It compares theoretical concepts and confronts them with
examples from the analysis of parallel texts in the two languages; the number of
occurrences of the Present Perfect relevant for the analysis is thirty-five. The analysis
of the corpus shows that the English Present Perfect may be conveyed into German by
three tenses; namely the Prisens (i.e., the Present tense), the Perfekt, the Priteritum.*
However, the distribution of the given tenses does not seem to be unsystematic and
random but is at least partially based on the function of the tense.

4.1 CONTINUATIVE PERFECT

In utterances with the English Present Perfect having the continuative function, the two
most frequent ways of conveying the tense into German is the Perfekt (8 a-b) and the
Prasens (9 a-b). As the analysis shows, the German Perfekt is used in the continuative
function, especially when combined with seit.

4. The Plusquamperfekt (Pluperfect) also denotes past states and actions and thus could be an equivalent
of the English Perfect, but since no case of this correspondence was found in the corpus, this tense will
not be analyzed here.
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(8) a. Man, I haven'’t listened to this album in years.
b.  Die habe ich seit Jahren nicht mehr gehort.

Contrary to English, German also uses Prasens for expressing the continuative function,
i.e., for denoting actions and states that began in the past and have not been finished by
the moment of speaking, as maintained by Helbig and Buscha (2001) in examples (9 a-b).

(9) a.  This hasn’t been marriage for years.
b.  Das ist schon seit Jahren keine Ehe mehr.

Moreover, this function may be expressed in German by the Prateritum, especially
in combination with the verbs sein and haben (10 a-b) and in passive constructions,
arguably for the purpose of preserving the simplicity of the verbal form.

(10) a. ... a person, who you know, perhaps from personal reasons has been slightly
overlooked professionally.
b. .. . eine Person, die vielleicht aus persohnlichen Griinden beruflich etwas

tibersehen wurde.

4.2 EXPERIENTIAL PERFECT

Apart from the continuative function, the Present Perfect can convey the experiential
function. In English (especially British English), this function is reserved for the Present
Perfect, and the corpus analysis demonstrates a prevailing tendency (80 percent of
occurrences) to express this function with the Perfekt in German, such as in examples
(11 a-b).

(11) a.  I've never hit you.
b.  Ich habe dich nie geschlagen.

The reasons for such a tendency may be various. As Helbig and Busha (2001) maintain,
the Perfekt is preferred in sentences with adverbs such as schon, schon immer, schon oft,
noch nie, etc. According to the analysis carried out by Hauser-Suida and Hoppe-Beugel
(1972), the adverbial nie seems to govern the Perfekt, and these linguists also add that
similar behaviour might be traced with the adverbial schon. The reason for this quite
strong tendency of preference of the Perfekt to the Prateritum might be the fact that
German in this case resorts to the inherent properties of the perfective aspect in the
same way that English does. However, this finding might be distorted by the fact that
the Present Perfect in English appeared in the corpus predominantly in dialogues (not
in narratives) due to the type of information it conveys. And as mentioned, German
tends to favour the Perfekt in dialogues generally, regardless of the meaning expressed.
Besides the Perfekt, several utterances carrying the experiential function appeared
in the Priteritum in parallel German texts. The use of the Préteritum was, however,
connected predominantly with verbs dicenti and sentiendi, as illustrated in (12).

(12) a.  That’s the most outstanding answer I've ever heard.
b.  Das ist die beste Antwort, die ich je horte.
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Although the examples of Priteritum use were marginal in the corpus, they prove
that the experiential function (in English expressed by the Present Perfect) is not
reserved only for the Perfekt in German, and therefore, the tenses used for denoting
the experiential function in English and German are not identical.

4.3 RESULTATIVE PERFECT

In comparison with the previous uses of the tense, the analysis of the resultative
Perfect and its German counterparts should be deemed exceptional, because taking
into consideration the theoretical information outlined above, there should be a total
correspondence in the use of the Present Perfect in English and the Perfekt in German
as far as the resultative function is concerned. According to Helbig and Buscha (2001),
the Perfekt, which describes past actions and states with the resultative character, is
obligatory (13 a-b), and therefore cannot be replaced by the Priteritum.

(13) a. I have lost something, but I'm not exactly sure what it is.
b.  Ich habe etwas verloren. Ich weif$ nicht genau, was es ist.

However, as far as the corpus data is concerned, the examples that clearly denote
the resultative Perfect were not numerous enough to create a representative figure,
especially due to the fact that this type of the Perfect is the least identifiable among
the four functions.

4.4 RECENT PAST

The English Present Perfect also has a function of denoting the recent past or the
unspecified past. Although German grammatical manuals neither operate with this term
nor analyze the use of tenses in relation to this meaning, there is a significant preference
(75 percent) of using the Perfekt for it, exemplified in (14 a-b).

(14) a.  Has she actually moved out, then?
b.  Is sie tatsdchlich ausgezogen?

This finding is, again, not fully reliable since the reason for a frequent Perfekt use might
be the result of the overall preference of the Perfekt in German, and it might carry no
relevance to its function. The proof that the Perfekt is not the only tense involved in the
function of recent past in German is a considerable number of sentences in this function
with the verb in the Priteritum, such as in (15 a-b).

(15) a.  Well, we’ve become very close.
b.  Wir kamen uns sehr nahe.

5. CONCLUSION

Having compared the theoretical information with the corpus analysis, it is obvious
that the English Present Perfect and the German Perfekt do not fully overlap in use,
function or distribution. However, the analysis proved that there are at least some
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similarities between the two tenses. The tenses seem to share some qualities in the
field of the resultative (and partially experiential) function; in this case, German seems
to exploit the inherent properties of the perfective aspect (for example completeness, a
resultative character), which is suppressed in other uses or functions. In other cases, the
distribution of the English Present Perfect and the German Perfekt seems to be driven by
totally different principles in both languages. Whereas the distribution of English tenses
apparently depends on grammatical reasons (i.e., the presence of various adverbials in
a sentence), German tenses are influenced by the type of context (i.e., written versus
spoken, narration versus dialogue), by the properties of a particular verb (semantic and
phonetic qualities) or the potential complexity of a verb phrase (active versus passive).
Furthermore, the use of the two tenses becomes even more divergent considering the
diachronic and synchronic changes in both languages and the regional differences in
both languages.

WOoRrks CITED

Comrie, Bernard. 1976. Aspect: An Introduction to the Study of Verbal Aspect and Related
Problems. Cambridge: Cambridge University Press.

Fabricius-Hansen, Cathrine. 2005. “Das Verb.” In Duden: Die Grammatik, edited by
Kathrin Kunkel-Razum et al., 395-568. Mannheim: Dudenverlag.

Hauser-Suida, Ulrike, and Gabriele Hoppe-Beugel. 1972. Die Vergangenheitstempora in
der deutschen geschriebenen Sprache der Gegenwart. Miinchen: Max Hueber Verlag.

Helbig, Gerhard, and Joachim Buscha. 2001. Deutsche Grammatik. Berlin:
Langenscheidt

Huddleston, Rodney, and Geoffrey K. Pullum. 2002. The Cambridge Grammar of the
English Language. Cambridge: Cambridge University Press.

Machovéa, Dagmar. 2009. “Expressing Past States and Actions in English and German:
Comparison of Tenses.” Master’s thesis, University of Ostrava.

Welke, Klaus. 2005. Tempus im Deutschen: Rekonstruktion eines semantischen Systems.
Berlin: Walter de Gruyter.

CoRprUS

Maguire, Sharon, dir. 2004. Bridget Jones’s Diary. DVD. Miramax Films. First released
2001.

Mendes, Sam, dir. American Beauty. 2000. DVD. DreamWorks Pictures. First released
1999.

Rushdie, Salman. 1991. Harun und das Meer der Geschichten. Miinchen: Kindler.

Rushdie, Salman. 1999. Haroun and the Sea of Stories. London: Viking Books.

Scott, Walter. 1978. Ivanhoe. Berlin: Riitten und Loening.

Scott, Walter. 1998. Ivanhoe. Edinburgh: Edinburgh University Press.

Stevenson, Robert Louis. 1978. Die Schatzinsel. Leipzig: Dieterich.

Stevenson, Robert Louis. 1993. Treasure Island. New York: Dover Publications.

Swift, Jonathan. 2004. Gulliver’s Travels. New York: Barnes and Noble Classics.



DAGMAR MACHOVA

Swift, Jonathan. 2006. Gullivers Reisen. Ziirich: Manesse Verlag.

Thackeray, William Makepeace. 2003. Vanity Fair. London: Penguin.

Thackeray, William Makepeace. 2007. Jahrmarkt der Eitelkeit. Diisseldorf: Artemis
& Winkler.

Zemeckis, Robert, dir. 2001. Forrest Gump. DVD. Paramount Pictures. First released
1994.

49






CLASSIFICATION OF THE VERB DARE
IN MODERN ENGLISH

LuDMILA VESELOVSKA

Palacky University, Philosophical Faculty, Department of English and American Studies,
Kfizkovského 10, 771 80 Olomouc, Czech Republic. Email: lidave@email.cz

ABSTRACT: The paper deals with the variety of English constructions containing the verb dare. It
demonstrates that dare can appear in the typical contexts of a (primary) Modal as well as a standard
lexical verb. When a lexical verb, dare can be followed by a bare infinitive or by a to-infinitive. In
spite of the fact that there is no substantial semantic distinction between the various constructions
containing dare, the paper demonstrates that once the formal classification of an individual use
is chosen, the patterns are quite systematic and regular, comparable to other English verbs of the
same kind. The individual lexical entry of dare is not irregular or idiosyncratic but follows all the
expected properties of its respective classes.
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1. INTRODUCTION

The English verb dare appears in three distinguishable constructions. The example (1)
below shows them labelled as A, B and C. Notice that the A-form of the verb dare in
(1) does not have the agreement morphology —s, which is overtly present in the B and
C-forms. On the other hand, the A and B-forms of the verb dare are followed by a bare
infinitive, which makes them distinct form the C-form of the verb dare.!

(1) A. i Only John dare enter the house alone.
ii.  *John dare enter the house alone.
B. (Only) John dares / will dare enter the house alone.
C. (Only) John dares / will dare to enter the house alone.

Quirk et al. (1985) and Huddleston and Pullum (2002) are representative grammar
manuals that summarise the more or less traditional (descriptive and structuralist)
framework. Both studies notice the variety of patterns of the verb dare, and they classify
it as (a) one of the Modals, (b) a lexical (‘full’, ‘regular’) verb and (c) a blend (mixed)
variety.” I will demonstrate this traditional classification, first concentrating on the
lexical versus non-lexical distinction.

1. The focus particle only in (1Ai) licenses negative polarity items (i.e., its usage is restricted to
nonaffirmative contexts such as negatives, interrogatives and related structures). The ungrammatical
(1Aii) shows that its presence is required for the acceptability of A-form dare. See also section 3.4.

2. In Quirk and Duckworth (1968) the reader can find a list of mid-20th century grammarians including
J. Ellinger, O. Jaspersen, G. Mulder, W. Sattler, A.E. H. Swaen, R. W. Zandwoort, and others who discuss
the idiosyncrasy of dare in a diachronic perspective, pointing out also the stylistic values of different
forms.
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2. D1aGNosTICS FOR LEXICAL VERSUS NON-LEXICAL VERBS

Asking a student about the distinction(s) between lexical and non-lexical verbs in
English, one can usually hear something about the distinction in meaning, expressed
with words like “full meaning” contrary to “partial/secondary/complementary/no
meaning.” However, given that the lexical and non-lexical verbs dare are both standard
morphemes and that morphemes must have a meaning by definition, it would follow
that the lexical and non-lexical verbs should each have a kind of meaning of their own. It
is not easy to measure the meaning to draw a clear line between the “full” meaning and
the “partial/secondary/complementary” one, and consequently an explanation based on
this distinction does not stand up to many empirical tests. Moreover, to concentrate on
the distinction between lexical and non-lexical verbs in terms of meaning makes one
wonder why students of grammar are not taught to distinguish also, e.g., English verbs
of eating from the verbs of sleeping or running, given that all these have even more
clearly distinct meanings.

The English verb dare is a good example of a verb that does not show any big variety
in meaning, but all the grammarians are aware of the fact that it should be classified as
either lexical or non-lexical. It demonstrates an obvious fact that the distinction between
lexical and non-lexical verbs is not discussed in grammar in order to contemplate the
richness of the meanings expressible in the English language (which are infinite), but to
point out a crucial formal distinction between the ways verbs are used in a sentence —
namely which kind of regular structures they are able to form. This fact is obvious but
unfortunately often not made explicit in the instructions and descriptions of students’
grammar manuals. To restrict or attribute the distinction in form to meaning is not
a traditional grammar approach; it is a bad grammar approach, because it has no
descriptive adequacy, it cannot stand up to testing, and therefore it has no scientific
value.?

To relate terminology to some testable formal properties, we can refer to the short
list of diagnostics given in Huddleston and Pullum (2002, 92-102). The authors specify
the properties of auxiliary (non-lexical) verbs, contrasting them with the lexical ones,
and their diagnostics are usually cited under the acronymic abbreviation NICE. In the
following paragraphs I will show the behaviour of the A-C varieties of the verb dare
with respect to the NICE criteria.

(i) Negation: Consider the distribution of the English clausal negation in the form of
the bound suffix -n’t. Only non-lexical verbs (and the copula) can be followed by n’t
in standard Modern English (ModE). In contrast, lexical Verbs require do-support (the
periphrastic form of negation). The data in (2) demonstrate that only the non-inflected
A-form of the verb dare can be classified as non-lexical, while the B/C forms behave as

3. Maybe the reason for classification based on meaning is a kind of attempt to help foreign students to
learn the list of English non-lexical verbs so that they can then use them properly. If so, such an attempt
is condemned to failure, and in reality students have to memorise the exact list anyway.



LupMILA VESELOVSKA 53

lexical Verbs. The examples are complemented by structurally similar Verbs: must/will
for the A-type and go/try for the B/C types.*

(2) A John daren’t / mustn’t (*to) enter the house alone. (BNC:24)
B. i *John daresn’t enter the house alone. (BNC:0)

ii.  John doesn’t / won’t dare / go enter the house alone. (BNC:36)
C. i *John daresn’t to enter the house alone. (BNC:0)
ii.  John doesn’t / won’t dare / try to enter the house alone. (BNC:4)

(i) Inversion: Interrogative sentence patterns provide another diagnostic
distinguishing lexical and non-lexical verbs in ModE. The examples in (3) confirm
the observation made above, namely that it is only the A-form of the verb dare which
behaves as non-lexical.’

3) A Dare / Must John (*to) enter the house alone? (BNC:30/0)
B. 1. *Dares/ Goes John enter the house alone? (BNC:0)
ii.  Does/ Will John dare go enter the house alone? (BNC:1)
C. i.  *Dares/ Tries John to enter the house alone? (BNC:0)
ii.  Does/ Will John dare / try to enter the house alone? (BNC:3)

(iii) Code / Ellipsis: These are terms that describe the behaviour of the English
lexical and non-lexical verbs in a variety of elliptical contexts. The structures are
represented here by Question Tags in (4a) below, short YES/NO answers in (4b) below,
and Questions of surprise (the speaker-listener’s exchange) in (4c) below. The general
distinction between lexical and non-lexical verbs, in fact predictable based on the
patterns for negation and question formation as demonstrated in (2) and (3) above, can
be summarised as follows: All non-lexical verbs appear in those constructions, while
the lexical ones are not present and the structure exhibits the Auxiliary do instead.®

(4) a. A. Noneofthem dare enter the house, dare he?
B/C. None of them dares (to) enter the house, *dares he?/ does he?

b. A. Dare he not enter the house alone? — No, he daren’t.
B/C. Does he not dare (to) enter the house alone? — *No, he daresn’t.
— No he doesn't.
c. A. Hedare not enter the house alone. — Dare he?
B/C. He dares (to) enter the house alone. — *Dares he?/ Does he?

Another construction that can be grouped among the elliptic contexts is the structure
which follows the positive/negative formatives so/neither. The distinction between the

4. The numbers in the brackets after the examples give the number of occurrences in BNC of the dare form
combined with the non-specific (s)he subject. See also the Appendix.

5. The number of occurrences in BNC is given for both polar and WH question types and (s)he subjects.
For individual occurrence see the Appendix.

6. I use a negative clause in (4a) because the A-type of dare is a negative polarity item. As for the corpus
results, see Appendix.
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A-form of the verb dare, which behaves as non-lexical, and the lexical B/C forms is again
confirmed.”

(5) A. I dare not enter the house alone and neither dare anyone else.
B/C.i. I often dare (to) enter the house alone and * so dares John.
— and so does John.
ii. Idon’t often dare (to) enter the house alone and “neither dares John.
— and neither does John.

In conclusion, the English verb dare can appear in all the structures typical for both
lexical and non-lexical verbal patterns. When lexical, it appears in two forms: one can
be followed by a bare infinitive and the other by a to-infinitive. I will discuss all the
forms separately in the following sections.

3. DARE As A MODAL

According to Quirk et al. (1985, 135) the A-type of dare can be (together with need, ought
to, used to) labelled as a marginal Modal, i.e., as a verb closely resembling the central
Modals. In the preceding Section 2, I gave most of the characteristics typical for many
ModE non-lexical (Auxiliary) verbs.

(6) a. Auxiliaries/Modals can take the bound negative morpheme —n’t,
b.  Auxiliaries/Modals invert in questions,
c.  Auxiliaries/Modals represent the predicate in elliptic contexts.?

The above properties are those that ModE primary Modals share with ModE primary
Auxiliaries.” Apart from (6), however, there are some properties that make the two
groups distinct. Those are

(7) a. Modals lack most paradigmatic inflection,
b.  Modals occupy a unique, initial position in the morpho-syntactic template
of the English predicate (i.e., they precede the other Auxiliaries),
c. primary Modals subcategorize for a bare infinitive,
d. Modals modify the thematic frames of the lexical verb predicates.

7. All the examples in (4/5) can be used as counterarguments for another typical answer the students are
ready to give when asked about the distinction between lexical and non-lexical verbs: Namely that
‘lexical verbs, given that they have their own meaning, can be used in separation, while non-lexical verbs
only accompany (modify) the lexical one.” The examples (4/5) clearly demonstrate that the reality is close
to the contrary: those are structures in which non-lexical verb not only can, but in fact must be used
without lexical ones.

8. Huddleston and Pullum (2002, 108) give a more complex list as follows: (A) primary verb negation,
(B) Subject Auxiliary inversion, (C) emphatiac polarity, (D) ability to strand, (E) no do-Support, (F)
pre-adverbial position, (G) negative forms (as in [6a] above) and (H) reduced forms. For simplicity, I
restricted the examples in section 2 to a simple version of NICE only.

9. According to Quirk et al. (1985, 135), the English primary Auxiliaries are do/be/have, and the primary
Modals (primary modal Auxiliaries) are can, could, may, might, shall, should, will/’ll, would/’d, must.
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The following sections summarise the properties that locate the non-lexical dare in the
group of ModE Modals.

3.1 MORPHOLOGY OF MODALS

ModE primary Modals have developed a non-inflected format (“primary forms” only, as
labelled in Huddleston and Pullum (2002, 108)). Therefore, in my examples of the Modal
dare (the A-type) I did not use the form dares. The lack of the agreement morpheme —s
can be demonstrated also in combination with other properties of the ModE Modals.

Considering the negation criterion mentioned in (2), the form daresn’t should be
excluded if —s is not possible with Modals, and I found no occurrence of daresn’t in the
BNC and neither did the form dares ever invert. (For the BNC data see APENDIX.)

As for another bound inflection morphology productive with ModE Verbs, take the
—ed past tense morpheme. Some ModE primary Modals resist it (*musted), while others
still use it (could/ couldn’t, would/ wouldn’t) though in somewhat different contexts. With
dare, the archaic form dorste/ durst have a modern counterpart in the form dared and
this form is relatively frequent.'” Therefore, in itself, the presence of the —ed morpheme
does not signal the modal characteristics, as mentioned also in, e.g., the limited survey
of uses of dare in Quirk and Duckworth (1968).!!

Looking for the combination of the morpheme —ed with negation, Quirk and
Duckworth (1968) illustrate a negated form dared not + bare infinitive. However, they
do not give a precise analysis of the position of the negation not, which can in principle
be structurally grouped either with the Modal or with the following bare infinitive.
The purely Modal form daren’t + bare infinitive did not occur in their data at all, and I
found no occurrences of daredn’t in the BNC either. The typical ‘modal’ characteristics
of inflected dared therefore cannot be proven by the simultaneous presence of the —n’t
morpheme.'?

On the other hand, combining the morphological criterion with inversion, the
relevant ungrammatical example (8a) has already been demonstrated in (3B) for dares.
The corpus results for dared given in (8b) show that the —ed morphology does not follow
the pattern of the —s morphology.

10. As the Appendix shows, there were 60 samples of (s)he dared in the BNC, both bare and with
to-infinitive.

11. For more discussion of the form dared see also Quirk et al. (1985, 138). As for the BNC, it gives 255 entries
for dared followed by a bare infinitive (which could be ambiguous between the A- and B-types of dare)
and 95 for the dared with to-infinitive (i.e., of the C-type). Such statistics, however, do not confirm any
analysis.

12. One may explain the lack of the form daredn’t (and daresn’t) by a ModE specific rule prohibiting the
sequence of two productive inflectional morphemes (*—+infl+infl). However, the acceptability of the
forms doe-s+n’t / di-d+n’t / woul-d+n’t / shoul-d+n’t / coul-d+n’t etc. makes such a claim problematic.
To avoid analysis claiming the presence of two inflectional morphemes in doesn’t / didn’t / wouldn’t /
shouldn’t / couldn’t it is necessary to either analyse the ModE —n’t morpheme as a non-inflectional kind
of (a contraction) suffix or to take the forms does/did/should/would for supletive, i.e., not containing
any (synchronically productive) inflection —s/-ed. The latter claim would explain the lack of daredn’t/
daresn’t forms, but it would miss an explanation for the contrast in inversion of dares/dared mentioned
in (8). Therefore, I am going to leave the problem unsolved here.
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(8) a. *Dares he enter the house alone? (BNC:0)
b.  Dared he (“to) enter the house alone? (BNC:57/0)

Also Quirk and Duckworth (1968) show a few examples of the form dared inverted after
a fronted negator (neither dared I + bare infinitive). Though I did not find an example of
this structure in the BNC, their data suggest that the form dared is not restricted to the
lexical dare but can also be analysed as a Modal.

Summarising the discussion about morphology, we can see that

(9) a. The presence of the —n’t correlates with bare infinitive.
b.  The presence of the —s correlates with to-infinitive.
The absence of —s correlates with —n’t and inversion and bare infinitive
c.  The presence of —ed morpheme can correlate with inversion.

In other words: with dare, the morpheme — n’t signals Modal, and the morpheme —s
signals Lexical Verb. Therefore, with respect to the morphological format, the Modal
dare is well within the range of other English primary Modals - it resists the subject
agreement —s, which is typical for the lexical Verbs and allows the negation morpheme
—-n’t and the past —ed.

3.2 INITIAL POSITION OF MODALS AND THEIR SUBCATEGORISATION

In (10) to follow, the verb dare is combined with a primary Modal. All NICE tests signal
that in (10a) the initial position is occupied by will / must / can / could / should. The
example of dare in (10a) must be an example of a lexical dare (the B-type), which can also
be supported by the fact that the structures in (10a) are acceptable in positive, affirmative
contexts.

(10) a.  He will / must / can / could / should dare (to) come. (BNC: 46/50)
b.  *He dare will / must / can / could / should not come. (BNC: 0)

(10b) demonstrates that the order in (10a) is not optional. It demonstrates that a typical
ModE primary Modal occupies a unique position that precedes Auxiliaries/ lexical
Verbs. (10b) therefore confirms the claim that dare in (10a) can only be the lexical B-
type of dare.

As for a subcategorisation typical for ModE Modals, (11) shows that the Modal dare
(as any other ModE primary Modal) has a unique subcategorisation for a bare infinitive
only, in both present and past forms.

(11) a.  He dare/ must (*to) say nothing (*saying nothing / *no book).
b.  He dare/ must (*to) have said nothing.

3.3 TuEMATIC FRAMES

Another characteristic of Modals mentioned in (7d) concerns the interpretative
specificity of Modals in terms of thematic roles of their arguments (argument selection).
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Generally non-lexical verbs are expected not to have their own arguments and not to
influence the thematic frame (valency) of the following verb either. In the examples (12)
below, the selection of Agent (=John) and Patient (=the book) of the verb read is the same
regardless the presence or absence of the Auxiliaries do/be/have: no other argument can
be added or omitted either syntactically or semantically.

(12) a.  John reads that book every evening.
b.  John does read that book every evening.
c.  John is reading that book every evening.
d.  John has read that book every evening.

(13) show that the presence of Auxiliaries does not influence the (re)distribution of
arguments in, e.g., passivisation.

(13) a.  John reads / is reading / has read the book.
b.  The book is / is being / has been read by john.

Central Modals, contrary to Auxiliaries, are however not vacuous with respect to
semantic roles. Using a Modal (especially a deontic usage) introduces into the scene
a concept of authority which is added to the thematic roles of the following predicate.
In the example (14), the selection of Agent (=John) and Patient (=the book) of the verb
read is kept as in (12), but apart from these two thematic roles the interpretation contains
a concept of authority (external or internal) which prohibits, allows, or conflicts with/
intervenes in the event in some other way (usually via the doer of the action).

(14) a.  John must not read that book. = Something/-body prevents him
b.  John can not read that book. = Something/-body disallows him
c.  John dare not read that book. = Something/-body disallows or prevents him

Moreover, though passivisation ‘across’ the Modals and the re-distribution of arguments
is standard, the interpretation of (15a) is not the same as in (15b) — the authority
intervenes with respect to the argument appearing in the position of subject, i.e., John
in (15a) and Mary in (15b)."

(15) a.  John must / dare not contact / introduce Mary.
b.  Mary must / dare not be contacted / introduced by John.

The examples in (14/15) demonstrate the priority of formal over purely semantic
classification especially for such vague terms as “full lexical” versus “partial/ secondary/
no” meaning. If the examples (12/13) are ever used to argue that Auxiliaries do not
change meaning, the same is clearly not true about (14/15), given that Modals do
substantially change the interpretation even in terms of valency.

13. More discussion of the criterion labelled ‘independence of subject’ appears in, e.g., Quirk et al. (1985,
126)
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3.4 NEGATIVE POLARITY

Another quite clear contrast between the Modal dare and the main verb dare concerns
polarity. As mentioned repeatedly, the Modal dare (but not the lexical dare) requires a
“negative” polarity context,' and this characteristic of the Modal dare is similar to the
characteristic of another ModE Modal need.

(16) a.  *He dare / need go.
b.  He dare / need not go, dare / need he?

The Modal need also has a double as a full lexical verb with a fo-infinitive complement
(the structure classified here as a C-type of dare), and like dare, when need is a lexical
verb the polarity requirement is not present. The similarity is demonstrated in (17) in
which the lexical dare/need is followed by an infinitive."

(17) a.  He dares / needs to go, doesn’t he?
b.  He doesn’t dare / need to go, does he?

With respect to the formal characteristics, the Modal/verb need is therefore the closest
equivalent of Modal/verb dare, and the similarity is suggested also by putting both the
Modals in one group in, e.g., Quirk et al. (1985, 135), Huddleston and Pullum (2002, 118)
or Duffley (1992).

Modals, however, are grammatical elements, and those elements are typically not
identical. Therefore, looking more closely at the Modals dare and need, one can find
distinctions as well. The first, most visible is the fact that the Modal need does standardly
take a reduced form —n’t of negation (He needn’t ever go.)

Another distinction is that while dare appears in three forms (A, B, C-types
demonstrated above), the examples (18) show that the verb need lacks the B-form usage
with a bare infinitive.

(18) A.  We think that John dare / need not read that book.
B.  We think that John may / will dare / *need read that book.
C.  We think that John doesn’t dare / need to read that book.

Missing the ‘blend/mixed’ B-form, where the lexical characteristics of need is signalled
by, e.g., word order (the position of the adverb often in example (19)), the bare infinitive
is impossible with need but fully acceptable with (the B-type of) dare.

(19) a. I(don’t)often dare (to) enter the house alone.
b. I(don’t) need *(to) enter the house alone.

14. As for the examples like (i) below, they are morphologically ambiguous, but because the context can be
assertive, the B-type analysis is preferred. i. I/ We/ They dare say what is true.

15. Comparing the B and C-types of lexical dare, Huddleston and Pullum (2002, 110-11 and ft. 23) state
statistically equal affirmative and non-affirmative contexts attested for the B-type dare, i.e., the one
followed by a bare infinitive, and a high preference of the affirmative context for the C-type followed
by a to-infinitive. I will leave more precise statistical analysis to others, assuming that both polarity
contexts are grammatical for the lexical dare in English.
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The paragraphs of Section 3 have demonstrated that when a primary Modal darebehaves
like other primary Modals in English, it still keeps its own formal specificity, i.e., though
similar, it is not identical with any other Modal, not even its closest syntactic relative
the negative polarity Modal need.

I accept this characteristic as ‘standard, because to have unique characteristics is
typical for all grammaticalised morphemes/ lexical entries (Emonds 2000, Chapter 3).
Such elements are clusters of a small number of grammaticalised features only, and
languages do not tolerate synonymy in this part of (grammaticalised) lexicon. Stylistic
variations are more typical for the open class lexical entries (e.g., lexical Verbs), which
apart from grammatical features contain also purely semantic features of unlimited
number.

The forms introduced in (1) can therefore be classified as follows in (20).

(20) A = Modal Only John dare enter the house alone.
B = Lexical(i) (Only) John dares / will dare enter the house alone.
C = Lexical(ii)* (Only) John dares / will dare to enter the house alone.

4. DARE AS A LEXICAL VERB

The syntactic patterns typical for a standard lexical Verb in English were illustrated in
Section 2. They can be described in terms of the need for do-support, as demonstrated
in all the B and C examples in (2)-(7), and listed in (21a—c).

(21) Lexical Verbs in English require the do-support, i.e., they
a. cannot take the bound negative suffix —n’t,
b.  do not invert in questions,
c.  do not represent the predicate in elliptic contexts.

Apart from the NICE characteristics summarised in (21a-c), lexical Verbs in ModE have
the following additional characteristics (22), also seen in (2)—(7):

(22) a.  Lexical Verbs have more or less standard ‘verbal’ paradigms,
b.  when predicates, they can be preceded by non-lexical verbs, and
c.  some of them can subcategorise for another V.

While (a) and (b) in (22) are uncontroversial properties of most regular lexical Verbs
in English, the property in (22c) is related only to some of them and it deserves more
attention.

Subcategorisations of lexical Verbs vary. There is no narrow categorial restriction
on possible complements of these Verbs; many so called transitive Verbs in English,
subcategorised for NP, can also select complements in the form of PP or with clausal

16. According to the terminology used in Emonds (2000), the C-form of the Verb dare in (20Cii) is an open
class lexical verb, while the B-form of the Verb dare in (20Bi) is a close class grammaticalised item with
more idiosyncratic characteristics. This distinction is not discussed here.
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alternates. There are also non-trivial groups of English Verbs which allow a single VP
complement in the form of V(P), i.e., gerund or infinitive. As for its subcategorisation,
the lexical verb dare belongs among the Verbs that select infinitives. I demonstrate some
of them in (23/24)."

Given the characteristics of lexical Verbs in Section 2, the examples in (23) show
examples of lexical Verbs requiring a bare infinitive and in (24) Verbs selecting a
to-infinitive. Notice that the Verbs in (23) and those in (24) do not have much in common
as for their meaning although they do share the formal subcategorisation.

(23) V, [~ Vbare inf]'
a.  He often dare-s / help-s open that window.
b.  He didn’t/will dare / go / come / help / open that window.
c.  He must have dared / helped / open that window.
d.  He was daring / helping / open that window.

a.  He often dare-s / want-s / intend-s to go.

b.  Hedidn’t/ will dare / intend / want to attend uninvited.

c.  He must have dared / wanted / intended to come late

d.  He was daring / intending / starting to enter the pool naked.

As with many English Verbs, a VP in the form of infinitive can be in the position of the
second complement/adjunct, i.e., following another (usually) NP object. The examples
in (25/26) test whether the lexical dare belongs to this group as well.

(25) V, [— NP, Vbare inf]
a.  She saw/ made/ had / helped / bid him go home alone.
b.  *She dared him go home alone.

(26) V, [— NP, Vto inf]
I dared / wanted / asked / begged Mary to go home alone.

The acceptability judgements in (25/26) prove that with the verb dare the infinitive
preceded by NP object must be a to-infinitive, i.e., only the C-type of dare as in (26)

17. Some of the verbs listed in (23/24) have variable subcategorisation in the form of V, [-NP / — Vinf /
— V-ing] but I will not discuss all these distinctions here because the verb dare has quite limited
variation.

i. He dares (to) go/ *a book / * reading a book.

18. The group of ModE lexical verbs which allow/require a single VP complement in the form of a bare
infinitive, as the B-form of dare does, is not large. Still, the B-form of dare is not a unique example of this
sort, and the same bare infinitive complementation appears with some verbs of movement (especially
in a colloquial style) and a few others as given in (23). Quirk et al. (1985, 139) suggest that the B-type
of dare, the ‘blend’ type in his terminology, is accepted more in the AmE than in BrE, suggesting also
that it follows from the ‘rare’ usage of dare in AmE. The same, however, is true about the verb help in
AmE, which is not so rare, and still in AmE it is often followed by a bare infinitive.
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selects an NP followed by infinitive. As for the B-type of dare, i.e., (25), though there are
lexical Verbs in English which select the NP object + bare infinitive, the verb dare is not
among them. The B-type of dare has a more restricted subcategorisation frame than the
C-type.

In the introductory section of this paper, I argued that a random not-systematic
approach to language data allows no generalisations. With no theoretical framework,
the behaviour of the verb dare seems to appear in a number of unpredictable structures,
some acceptable, others, very similar, ungrammatical. In sections 2-4 I demonstrated
that a traditional framework, which uses a more or less detailed classification, allows us
to distinguish all three kinds of dare as standard members of their respective classes.
In this framework many descriptive generalisations and tendencies could be stated,
although the more refined classification used, the less general properties for each
individual item. When the classification became ‘descriptively perfect, each lexical
element proved to be in fact rather unique.”

5. SUMMARY INCLUDING A NOTE ABOUT VARIATION

In this paper I have dealt with the variety of formal structures available for the English
verb dare, arguing against non-systematic classifications based on flimsy interpretative
distinctions. Although the variety and optionality of acceptable patterns might suggest
some kind of individual unpredictable irregularity of the verb dare, I have argued that
the verb dare can with no proviso be integrated into the existing system of English
grammar.

Apart from the descriptive sections of this paper, which give the relevant paradigms
and clarify the non-trivial classification in a more or less traditional framework, the
apparently idiosyncratic behaviour of the verb dare is based entirely on the fact that the
lexical entry can represent several (independently existing) lexical items, i.e., there are
three homophonous lexical entries for dare:

(27) A. dare, a primary Modal of negative polarity;
B. dare, alexical verb V, [— NP, Vbare inf];
C. dare, a lexical verb V, [— NP, Vto inf].

When classified as in (27), no dare is irregular or idiosyncratic, but each follows all the
expected properties of its class.

In their short paper addressing the past negative form of dare Quirk and Duckworth
(1968) mention in passing that both the A-form and the B/C form of dared seem to co-
exist for individual speakers. They show that in their informant group, several speakers
chose both Modal (A-type) and lexical (B/C-type) forms in the same text. The authors

19. Still, if the purpose of this study were to provide some practical recommendation to Czech teachers
of English, one could certainly say that the C-type of dare is the ‘easiest’ since it is as regular as an
English lexical verb can ever be. Using the C-type of dare in their active speech, the students could
avoid making mistakes (though they would have to be ready to understand also many ‘other’ forms of
dare as well).
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explain the choice as a stylistic variation, with the modal usage getting more archaic
and the lexical usage becoming more standard. The same authors, however, explicitly
mention that no individual speaker produced both B and C-forms simultaneously, i.e.,
they suggest that individual speakers use the lexical verb dare only either with a bare
or with a to-infinitive complementation.?

This distinction in variations can be explained by the class distinction proposed for
the varieties of dare in terms of their positions. The distinction between the initial
(pre-n’t, pre-Negation, pre-short adverbs) position of the Modals and the right-hand-
side position of the lexical Verb (post-n’t-Negation, post-short adverbs) is the distinction
of high priority in ModE with vital importance in the structure of a sentence. Lexical
entries for both the classes (Modals and Verbs) exist independently of the existence of
the verb dare, their positions are available synchronically and they are all frequently
used by each English speaker simultaneously. Moreover, the primary Auxiliaries have
and do also have their lexical counterparts, i.e., they typically occur in both positions.
Therefore it is not difficult to add dual categorisation to the lexical entry of dare as well.

On the other hand, the distinction between the B and C forms, ie., the
distinction within one class, is between two kinds of lexical Verbs, the former
showing characteristics of a grammaticalised item in being restricted to a unique
subcategorisation. The process of grammaticalisation (i.e., of a lexical verb becoming a
functional verb) is a diachronic process which can be signalled by a possible gradual loss
of some (semantic) characteristics but becomes evident above all by a distinct syntax,
e.g., a specific change of subcategorisation frame. However, subcategorisation frames
of lexical Verbs are acquired individually, and once a lexical entry is acquired with
a specific subcategorial frame, there would seem to be no big reason to modify it,
especially if the interpretation distinction is minimal or perhaps non-existent. In any
case, the level of grammaticalisation usually cannot be traced in an individual active
(productive) dialect.

20. Quirk and Duckworth (1968) give statistics for the usage of the negative past form, demonstrating the
variation used by 55 student informants. The table summarising their data suggests that the usage of
the B/C-forms (‘lexical’ V) is becoming more frequent and constitutes about 50% of the sample, leaving
about the same amount to the apparently ‘modal’ usage of the A-form. Comparing the frequency with
data from older statistics, the authors conclude that the ‘modal’ usage is getting more and more formal,
while the lexical patterns are apparently losing their colloquial characteristic. The authors did not check
the acceptability of the B and C-types of dare but only made statistics of the forms produced by their
informants. The informants might well accept both forms as grammatical, but they did not use them
during the test.
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British National Corpus (BNC), 100 million words in length (90 p.c. written and 10 p.c.

spoken English). Both parts were checked using the search engine XAIRA.

structure used for the query BNC in text above as example...

1. (S)he + dare + bare inf 14 example (1)
2. (S)he + dare + to-inf 0 example (1)
3. (S)he + dares + bare inf 2 example (1)
4. (S)he + dares + to-inf 3 example (1)
5. (S)he + dared + bare inf 30 section 3.1

6.  (S)he + dared + to-inf 30 section 3.1

7. (S)he + daren’t + bare inf 24 example (2)A
8. (S)he + daren’t + to-inf 0 example (2)A
9. (S)he + daresn’t + bare inf 0 example (2)B
10. (S)he + daresn’t + to-inf 0 example (2)C
11.  (S)he + daredn’t + bare inf 0 section 3.1
12.  (S)he + daredn’t + to-inf 0 section 3.1
13.  (S)he + Mod/Aux+n’t dare + bare inf 36 example (10)
14.  (S)he + Mod/Aux+n’t dare + to-inf 4 example (10)
15. (WH) + / Dare + (s)he + bare inf 25/5  example (3)A
16. (WH) + / Dare + (s)he + to-inf 0/0 example (3)A
17. (WH) + / Dares + (s)he + bare inf 0/0 example (3)B
18. (WH) + / Dares + (s)he + to-inf 0/0 example (3)C
19. (WH) + / Dared + (s)he + bare inf 45/12  example (8)
20. (WH) + / Dared + (s)he + to-inf 0/0 example (8)
21.  (S)he Mod + dare + bare inf 46 example (10)
22.  (S)he Mod + dare + to-inf 50 example (10)
23.  (S)he dare + Mod + bare inf 0 example (10)
24.  (S)he dare + Mod + to-inf 0 example (10)
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ABSTRACT: This paper reports results of a corpus-based analysis of subject-operator inversion in
sentences with fronted only in British English as represented by the British National Corpus.
Sentences with sentence-initial only were examined, and the presence or absence of inversion
was pondered with respect to the function of only in these sentences. Special attention was
paid to the word order after only focusing a fronted adverbial element, where the usage is split
between inverting and not inverting. It turns out that the most reliable criterion is the form of
the adverbial: subject-operator inversion always occurs if the adverbial is expressed by an adverb
phrase, prepositional phrase or a clause, and it does not occur if the adverbial is expressed by a
noun phrase.

Keyworps: S-O inversion; fronting; sentence-initial only; scope of only; corpus analysis; BNC

1. INTRODUCTION

In English sentences with clausal/sentential negation, sentence-initial negative
adverbials trigger subject-operator inversion. As Jacobsson (1986, 161) argues, “negative
inversion serves a twofold purpose: syntactically, it brings about a closer connection
between negative and verb (negative attraction or, more generally, connectedness);
semantically, it has the effect of making the clause non-affirmative, thus eliminating
the undesirable sequence negative opener + affirmative S-V In sentences with
local/constituent/partial negation, no S-O inversion occurs.
We can thus distinguish between 1a and 1b (see Rudanko 1982, 351):

(1) a. With no job would John be happy. (“there is no such job that John would be
happy with”)
b. With no job, John would be happy. (“John would be happy if he were out of job”)

While 1a with S-O inversion is a case of clausal/sentential negation (the scope of
negation stretches over the whole sentence), 1b is a case of local/constituent/partial
negation (the scope of negation only stretches over a phrase). Rudanko goes on to say
that “the lack of an intonational break correlates with inversion, whereas the absence
of inversion is compatible with an intonational break . . . . In writing, the intonational
break can be indicated with a comma” (Rudanko 1982, 351).

The same seems to apply to sentence-initial only in the function of a restrictive
focusing modifier.! While “only is not a marker of negation: he has only seen her once

1. For this term, see Huddleston and Pullum (2002, 587).
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is a positive clause . . ., it has a close connection with negation, for such an
example entails that he has not seen her more than once . . .. And this connection
with negation is reflected in the fact that as far as inversion is concerned it behaves just
like a negative” (Huddleston and Pullum 2002, 95-96). If the scope of only stretches over
the whole sentence, the sentence has a negative entailment and inversion takes place,
as in 2a. If the scope of only does not stretch over the whole sentence but only over its
constituent, inversion does not take place, as in 2b:

(2) a. Only two of them did he find useful.
b. Only a few days later, he moved to Bonn.?

Sometimes, however, it is not quite clear how far the scope of only goes, or what the
entailment is:

(3) a. "Only twice I went there.
b. Only twice did I go there.

(4) a. Only yesterday I went there.
b. *Only yesterday did I go there.

“In [3] only has a restrictive or negative meaning: roughly, the sentence means that the
number of occasions on which I went there does not exceed two. By contrast, in [4] the
meaning is ‘as recently as’” (Rudanko 1982, 357),% that is, the whole sentence is positive.
In Rudanko’s own terms, “non-negative paraphrase necessarily blocks inversion.” But
4a can just as well be interpreted as having a negative entailment “I did not go there
before yesterday”

Quirk et al. (1985, 781) are not very helpful either: “if [only] focuses on a fronted
initial element other than the subject, it may occasionally (but need not) take subject-
operator inversion:™*

(5) a. Only on Sundays do they eat with their children.
b. Only his mother will he obey.
c. Only his mother he will obey. [‘It’s only his mother that he will obey’]’

This paper attempts to investigate factors influencing the S-O word order in sentences
with fronted only, which would enable predicting the S-O inversion. Apart from the

2. Examples 2a and 2b are taken from Huddleston and Pullum (2002, 96); example numbering is mine.

3. Rudanko’s (1982, 357) examples (20) (a), (20) (b), (21) (a) and (21) (b) are quoted here as 3a, 3b, 4a and 4b
respectively.

4. Examples 4a, 4b, and 4c are taken from Quirk et al. (1985, 781); example numbering is mine.

5. “Only is to some extent negative. When it focuses on a subject noun phrase, the latter is followed by
nonassertive items: Only two of us had any experience in sailing” (Quirk et al. 1985, 781). Unlike noun
phrases after hardly, however (Hardly *some/ any of us had any experience in sailing), “the noun phrase
on which only focuses may contain an assertive item, but not a nonassertive item: Only some/ *any of
us had any experience in sailing” (Quirk et al. 1985, 781n). Compare also the significant difference in
frequency between only few (8 tokens) and only a few (1,765 tokens) in the BNC.
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scope of only and a potential negative entailment, which, however, sometimes proves
quite hard to define, there can be other relevant factors, such as

a. the syntactic function of the focused element (subject, object, adverbial)

b. the form of the element (type of phrase or clause)

c. the role of the element in the FSP of the sentence (is the element focused by only also
the focus of the whole sentence?)®

In this pilot study, only the first two factors were systematically analyzed. Factors other
than those connected with the focused element, such as the presence of certain tenses
or some specific Mod/Aux, are not systematically examined in this paper either.

2. METHODS

The methodology used was a corpus-based analysis. I was working with the XML edition
of the British National corpus (BNC-XML) through the search engine Xaira. As the BNC
is not a parsed corpus, only cannot be searched for in the position before a specific
sentence element, only as a sentence-initial word. The Query Builder was used to do
this, for spoken and written texts of the BNC separately.

As there are 7,000 sentences with sentence-initial only in BNC written texts and 756
sentences with sentence-initial only in BNC spoken texts, for each written and spoken
part of the BNC, 500 sentences with sentence-initial only were randomly selected,
downloaded and subjected to a systematic analysis. If more data were needed, they
were downloaded through additional, more specific searches throughout the BNC.

3. DATA ANALYSIS

While the frequencies of sentences with sentence-initial only in written texts and
in spoken texts of the BNC (7,000 and 756 respectively) seem to reflect the general
proportion of words in BNC written and spoken texts (90 million and 10 million
respectively), a closer analysis of the structure of these sentences reveals significant
differences. Table 1 compares structures of sentences with sentence-initial only in
spoken and written texts of the BNC. Table 1 shows that

A. in a large majority of sentences with sentence-initial only in spoken language
either the subject or the finite verb is absent, which makes S-O inversion technically
impossible. Very frequent are noun phrases (6a), preposition phrases (6b), standalone
adverbial clauses (6¢), and ellipses of subject (6d). Also sentences with the imperative
were found (6e).

6. Haegeman (2000) analyzes the difference between clausal negation (the fronted negative constituent
causes S-O inversion) and constituent negation (with non-inverted S-O word order after a fronted
negative constituent) in terms of topic-focus articulation: “The preposing of neg1 with inversion leading
to sentential negation is an instance of focalization, while neg2-preposing without inversion and leading
to a constituent negation is an instance of topicalization” (2000, 34).
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TABLE 1: STRUCTURE OF SENTENCES WITH SENTENCE-INITIAL ONLY
IN SPOKEN AND WRITTEN TEXTS OF THE BNC

number of elliptical only followed  only followed  only followed
sentences sentences by subject by fronted by fronted
with (either the adverbial object
sentence- subject or the
initial finite verb is
only missing) or
imperatives
spoken texts 756; 415 72 12 1
analyzed 500
written texts 7,000; 48 321 131 0

analyzed 500

(6) Only one bedroom? [F82 82]

Only for fun. [KBH 4082]

Only cos he wants to snog. [KPH 1092]

Only moved there last month or so Doctor. [FXH 184]

Only look what I've er [KB7 677]

IS =

These structures can be found also in written language, but much less often (48 tokens
out of 500):

(7) a. Only a thousand pounds a week, yacht included. [AC2 1312]
b. Only don’t say I didn’t warn you. [GUK 3558]

B. sentences with sentence-initial only followed by the subject are much more common
in written than in spoken language. No inversion can take place since no sentence
element is fronted. Further analysis reveals that sentence-initial only occurs here not
only in the function of a restrictive focusing modifier,” but also in the function of an
adversative conjunct meaning “except that,” “but,” which is marked in the 7th edition
of the Oxford Advanced Learner’s Dictionary as “informal” This is very common if the
subject is a personal pronoun (e.g., 8a, 8b). In spoken language the far most common is
the 1st person singular personal pronoun (30 tokens of the 72, e.g., 8c):

(8) a. Only he never turned up, did he? [CB 2627]
b. Only it wasn’t a wild animal he was hunting, it was her. [H7W 1373]

7. It may focus either on the subject (Only a non-economist could ask [CRC 2497]), or its part (Only the
final (approved) version will be returned to the Main Database, other versions will be abandoned [ EAU
223]), or some other sentence element (Only I have closed the shop for siesta, and I wanted to talk to
you about my husband [JYA 3157]). This last usage is often mentioned in linguistic literature: “When
only precedes the focus and the latter is contained within the VP, only is commonly non-adjacent,
functioning syntactically as modifier to the whole VP [We only found one mistake] . . . . There is a
long-standing prescriptive tradition of condemning this construction and saying that in writing only
should be placed immediately before its focus . . . . This is another of those well known prescriptive
rules that are massively at variance with actual usage” (Huddleston and Pullum 2002, 590).
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c. Only Iwon’t be around to live to see it. [KB7 11227]®

C. fronting a non-subject element modified by only is far more frequent in written
language than in spoken language. After all, grammar books often note that this kind
of fronting happens “in formal style”® My analysis revealed that in spoken language
this kind of fronting is more common in the context governed texts, i.e., in radio
broadcasts, or in public encounters rather than in spontaneous conversations among
friends. However, my analysis also revealed that if such fronting does occur in spoken
language (in 13 of the 500 sentences analyzed), sentence-initial only triggers inversion as
it does in written language. The remaining part of this paper will analyze these sentences

with fronted non-subject sentence members as the focus of only in greater detail.

3.1 FRONTED OBJECT

There is no sentence with a fronted direct object among the randomly selected 500
sentences with sentence-initial only in BNC written texts, and only one sentence (9a)
with a fronted prepositional object. S-O inversion is used. Though the source is a book

from the domain “world affairs,”’® reference is clearly made to the New Testament:

(9) a. Only to St Peter had the plenitude of power thus been given. [HPW 94]

In the sample of spoken language, there is one sentence with a fronted direct object.
The speaker is a 53-year-old housewife from North-West Midlands and S-O inversion is
not used:

(9) b. (Aunty Emma had children but she miscarried didn’t she?) Only one she had that’s
all. [KSS 1136]

Apparently, the data analyzed do not provide enough examples to allow for any
serious conclusions about the frequency of S-O inversion after the fronted direct or
prepositional object as the focus of only.

3.2 FRONTED ADVERBIALS

There are 130 tokens of fronted adverbials as the focus of only in the sample of written
language and 12 in the sample of spoken language. These appear to be the most
problematic cases as S-O inversion sometimes occurs and sometimes not. I paid attention
to the form of the fronted adverbial, i.e., whether the adverbial is expressed by a clause,
prepositional phrase, adverb phrase, or noun phrase.

8. In the 500 sentence sample of written language, there are even four tokens of sentence-initial only
that (e.g., Only that I've heard it before [HWN 2872]), and it might be of interest that its Czech literal
equivalents jenomze and jenze also function as conjuncts with adversative meanings.

9. “In formal style, the negative element may be moved out of its usual position to the initial position, in
which case subject-operator inversion is often required” (Quirk et al. 1985, 779).

10. Sayers, Jane E. 1993. Innocent III: Leader of Europe, 1198—1216. London: Longman.
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3.2.1 THE FRONTED ADVERBIAL IS AN ADVERBIAL CLAUSE
Table 2 presents frequencies of individual conjunctions in fronted adverbial clauses as

the focus of only in the sample of written language in the BNC.

TABLE 2: FREQUENCY OF FRONTED ADVERBIAL CLAUSES AS THE FOCUS OF ONLY IN THE SAMPLE OF WRITTEN
LANGUAGE IN THE BNC

conjunction introducing S-O inversion in the main ~ no S-O inversion in the
the adverbial clause clause main clause

when 19 0

if 6 1

after 3 0

once 2 0

as 1 0

as long as 1 0

where 1 0

total 33 1

From Table 2 it follows that in the sample of written language the fronted adverbial
clause introduced by only causes S-O inversion in 33 sentences (e.g., 10a and 10b) out of
34, that is to say, S-O inversion is clearly dominant. Most of these clauses are temporal
clauses, and it might be argued that they have negative entailments (only when = “not
before”), well expressed with the Czech negative particle teprve.

(10) a. Only when that topic is fully discussed can you sit back and think “what next?”
and move on to the next paragraph. [FEU 1654]
b. Only if you do that will you be able to say with confidence that I am wrong. [A08
1374]

In 10c, the only sentence with no inversion, only focuses on an if clause, and arguably
the scope of only is blocked by the conjunction then:

(10) c. Only if the module is of type package then the auto DC assessment flag may be
updated. [HWF 8154]

In the sample of spoken language, no sentence with only focusing on a fronted adverbial
clause was found.

3.2.2 THE FRONTED ADVERBIAL IS A PREPOSITIONAL PHRASE (PP)

Also here S-O inversion clearly dominates. Of the 500 sentences introduced by only in
written language, there are 34 sentences with a fronted PP with S-O inversion and three
with no inversion. Inversion always occurs after only followed by prepositional phrases
with by (four tokens), at (two tokens), and during (two tokens), on, over, up, through (one
token each), and it is very likely to occur after only focusing on PPs with in (17 tokens)
and with (three tokens), as in 11a and 11b:
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(11) a. Only in more recent years have our dietary habits changed. [FEX 813]
b. Only with its abolition will unemployment fall and prosperity return. [CBC 6202]

In the three sentences with no S-O inversion (12a, 12b, and 12c), arguably, only is rather
a conjunct than a restrictive focusing modifier:

(12) a. Only with her, it was still very much an ongoing thing. [F9C 1330]

b. Only in this case you decided that putting an old lady out of her home would be a
suitable gesture’ Lucy said scathingly. [H