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Ep1itors’ NOTE

RomAN TRUSNIK, KATARINA NEMCOKOVA, GREGORY JASON BELL

The present volume, the third in the Zlin Proceedings in Humanities book series, contains
selected papers from “Theories and Practices: The Third International Conference on
Anglophone Studies,” held on September 7-8, 2011, and hosted by the Department of
English and American Studies, Faculty of Humanities, Tomas Bata University in Zlin,
Czech Republic.

Since our proud but comparatively humble beginnings in 2009 when we attempted
to open a dialogue primarily among Czech and Slovak scholars, our conference has
grown in size, diversity and respectability and has gained firm footing on the Central
European scene as a conference that documents the most current research trends in the
region. In order to accommodate scholarly interest in all aspects of the English-speaking
world, this year we chose to widen the conference’s focus from the traditional “English
and American Studies” to “Anglophone Studies”

While the conference itself hosted scholars from the Czech Republic, Slovakia, Poland,
Romania, Lithuania, the United States and Sweden, not all participants’ papers found
their way into the proceedings. The success of the conference has afforded us, as editors,
the enviable yet difficult task of picking and choosing the best and also best fitting
contributions, all the while keeping in mind the goal of producing a representative
record of current research primarily from the Czech Republic and Slovakia. The welcomed
presence of papers from other countries infuses the proceedings with global perspectives.

There can be no better reward for editors of a series of proceedings than to have their
efforts bear fruit. Thus, as editors, we have been pleased to see articles from our previous
two volumes cited in other scholarly publications. This volume, like the previous ones,
is published as a print volume and distributed primarily to libraries, both in the Czech
Republic and abroad, while being simultaneously released in PDF format on the Internet
(http://conference.uaa.utb.cz/tp2011) for easy indexing, searching, and sharing among
scholars worldwide.

The form and format of the proceedings remain faithful to what worked best in
the previous two volumes. The volume is divided into two sections: linguistics in the
broadest use of the term, and literature and cultural studies. While some articles are
highly theoretical, others are more practical, often with a pedagogical overlap. We also
adhered to the same format as in previous volumes, using both systems defined in the
current edition of The Chicago Manual of Style: papers on linguistics use the author-
date system, while papers on literature and cultural studies make use of footnotes. In
electronic sources, we give access dates only in cases when we were unable to verify
the sources in August 2012.

While the ink on this volume is still drying, participants from around the globe will
once again be gathering in Zlin to continue the ongoing discussion begun three years
ago. However, before we increase our scholarly footprint yet again, we wish to take this
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opportunity to thank all of the participants, organizers and many others whose efforts
made our third annual conference not only a reality but a great success. Our thanks are
also extended to the rector of Tomas Bata University in Zlin and to the Zlin Region for
their continued financial support and encouragement.
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ENGLISH INDIRECT PASSIVES: STRONG EVIDENCE
FOR A SHARPLY BIFURCATED LEXICON

JoserpH EMONDS

Tomas Bata University in Zlin, Faculty of Humanities, Department of English and American Studies,
Mostni 5139, 760 01 Zlin, Czech Republic. Email: jeemonds@hotmail.com

ABSTRACT: Previous studies of the English passive have not recognized a distinct subtype where the
auxiliary is not simply be or get, but a transitive grammatical verb, in particular have, get, want, need,
see or hear. These “indirect passives,” as I name them, are shown here to be verbal and not adjectival,
and to NoT consist of embedded passive clauses containing traditionally analyzed simple passives,
such as reduced relatives or other types of “small clauses.” Rather, indirect passives are structurally
parallel to the traditional (“direct”) passives, except that their auxiliaries are transitive rather than
intransitive verbs that select adjective phrase complements. The limitation of indirect passive
auxiliaries to grammatical rather than open class verbs provides crucial evidence for dividing
lexicons into two components, the members of which enter syntactic derivations differently. Open
class items, including the -en of passive adjectives, enter trees only when derivational “phases”
begin, while closed class items, including auxiliaries and the inflectional passive -en can also enter
derivations “late,” after a phase has been interpreted.

Keyworps: adjectival passive; English passive; indirect passive; late insertion; passive auxiliary

1. PREVIEW OF THE HYPOTHESIS
This paper has two aims:

— to show that English verbal passives (not adjectival passives) include a construction
not traditionally included in this class,

— to show how lexical insertion levels crucially distinguish on the one hand open
class verbs and derivational morphology (e.g., passive adjectives of the form V+en),
from, on the other, closed class or “grammatical” verbs and inflectional morphology
(passive participles of the same form).

2. WHAT ENGLISH INDIRECT PASSIVES ARE: MONO-CLAUSAL VERBAL PASSIVES

English active clauses can optionally express an NP that is “affected” by an action, either

beneficially (with for-NP) or adversely (with on-NP).

(1) a. Her husband redecorated the kitchen (for / on Kamila) last week.
b. Professional thieves have stolen her car (for / on Kamila).

c. Her daughter is trimming the hedge (for/ on Kamila).

d. A new doctor will soon treat Kamila’s infection (for / on her).

Some of these combinations are strange only for pragmatic reasons: for is good in
(1b) only if Kamila wants her car stolen, perhaps to collect insurance; on is strange in
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(1c)—(1d) unless Kamila likes overgrown hedges (1c) or is among those who in principle
refuse antibiotics (1d). These variations are not of concern here; grammatically, all the
examples in (1) are fine.!

Although this is not a central point here, these PPs expressing an affected NP can
remain in passives, often more naturally if the agent NP is deleted. The pragmatically
odd combinations are the same as in (1).

(2) The kitchen was/ got redecorated (for / on Kamila) last week.
Her car has been / gotten stolen (for / on Kamila).
The hedge is being / getting trimmed (for / on Kamila).
Kamila’s infection will soon be / get treated (for / on her).

For this kind of affected NP, Japanese has a different and much studied construction,
called the “indirect” or “adversative” passive, in which the affected NPs are the subjects
of their clauses. Two of many studies of this construction, one of the earliest in the
generative tradition and one which I think gives the best analysis, are respectively
Kuroda (1979) and Kubo (1992). This construction can be grammatically mimiced with
word-for-word glosses. In these glosses, I switch Japanese final verbs to English verbs
in medial position, and translate the Japanese passive verbal suffix -(r)are by the English
passive auxiliaries be and get. These English examples are of course ungrammatical and
serve only to aid in the exposition that follows.

(3) *Kamila was/ got redecorated the kitchen (by her husband) last week.
*Kamila has been/ gotten stolen her car (by professional thieves).
“Kamila is being / getting trimmed the hedge (by her daughter).
*Kamila will soon be / get treated her infection (by a new doctor).

In the Japanese sentences that the examples in (3) transliterate, the object NPs occur
exactly as in the corresponding active sentences, i.e., in accusative case marked with -o.
The agent of the active clauses can be expressed in an optional PP (NP-ni), exactly as in
Japanese simple or “direct” passives, and exactly analogous to the optional by-phrases
in English passives.?

Though the examples in (3) are ungrammatical, English speakers do have a closely
related passive construction for expressing the same meanings as their Japanese
counterparts. It is only necessary to change the “auxiliary” be to have and place the
object NP in front of the participle; the passive auxiliary get need not be modified.
These two passive auxiliaries are underlined.

1. Also irrelevantly, prescriptive grammar stigmatizes this absolutely common use of on.

2. Japanese indirect passives tend to be interpreted as adversative for their subject NP, but Kubo (1992)
shows that this is not necessarily the case. She constructs some unmistakably “beneficial” Japanese
indirect passives.
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(4) Kamila had/ got the kitchen redecorated (by her husband) last week.
Kamila has had / gotten her car stolen (by professional thieves).
Kamila is having / getting the hedge trimmed (by her daughter).
Kamila will soon have / get her infection treated (by a new doctor).

A natural question is whether this construction tolerates other verbs besides have and
get. Somewhat surprisingly, as will be shown in subsequent sections, there appear to
be precisely four other such English verbs. Like have and get, (i) all have very general
meanings and (ii) all play other particular roles in the grammatical system not available
to open class verbs.

(5) Kamila wanted/needed /saw / heard the kitchen redecorated (by her husband).
Kamila wanted / needed / saw / heard her car stolen (by professional thieves).
Kamila wants / needs / is seeing / is hearing the hedge trimmed (by her daughter).
Kamila will soon want / need / see / hear her infection treated (by a new doctor).®

These passives of course do not translate the Japanese indirect passives, but they share
the syntactic properties of the English passives in (4) that do translate them. I therefore
propose to call all the constructions in (4)—(5) “English indirect passive” since they are
all parallel and include translations of the much studied Japanese construction with this
name. To my knowledge, this English construction has been identified as such only in
Emonds (2007, ch. 8) and has not been singled out by other authors. The traditionally
described English passives, with the auxiliaries be and get as in (2), I will call “direct
passives.”

The essence of the English passive construction, with or without auxiliaries present,
is of course the verbal passive participle, standardly notated V-en (eat-en, tak-en,
redecorat-ed, stol-en, trim-ed, treat-ed), since this form is the sine qua non of English
passive clauses and has no other uses outside of forming perfect tenses. The auxiliaries
be and get are quite different in this respect, since they appear in a plethora of other
constructions and have no specific link to characterizing anything as passive. English
direct and indirect passives can be simply subsumed under a single label “passive,”
provided it is understood that the language contains seven, not two, passive “auxiliaries”
be, get, have, want, need, see and hear. I use this latter term here in what is a quite
standard, if informal, cross-linguistic usage:

(6) Auxiliary: A verb of very general meaning, often with construction-specific
properties, which is used with another lexical verb in the same clause.*

3. This example is grammatical with hear, but is obviously pragmatically strange.

4. Traditional, descriptive and pedagogical grammars of English are at a loss trying to establish what
“auxiliary” should refer to. Unless they accept the well-motivated generative dichotomy between a
functional head I of a clause and a verbal head of a VP, they usually stumble back and forth between
“auxiliary” as defined in (6) and auxiliary as an ad hoc term for items that invert in questions and
precede n’t (thus illogically including the main verb be and excluding the passive auxiliary get).
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Thus, the Czech verb bych ‘would’ is a “conditional auxiliary,” French faire ‘make’ is
<« L] *1: » 3 . 13 *1: »

a “causative auxiliary,” German werden ‘become’ is a “future auxiliary,” the Japanese

adjectival verb -(a)na- ‘not’ is a “negative auxiliary,” Spanish haber is a “perfect

auxiliary, etc.

3. THE NATURE OF THE SEVEN ENGLISH “PASSIVE AUXILIARIES”

Not all the seven verbs that precede an English verbal passive participle in the same
clause intuitively correspond to what informal grammatical tradition calls auxiliaries.
However, their characteristics fit perfectly into a formally defined class of “grammatical
verbs” analyzed in Emonds (2000, ch. 4). Roughly, these are verbs with (i) minimal
and broad meanings and (ii) central roles in grammatical processes, such as inversion in
questions, negative placement, tense / modal / aspect systems, causative constructions,
etc.

Verbs whose complements can be verbal passive participles possess these
characteristics of grammatical verbs. It is no accident that these auxiliaries are not seven
open class near synonyms like exist (vs. be), obtain (vs. get), possess (vs. have), desire (vs.
want), lack (vs. need), notice (vs. see) and record (vs. hear):

(7) Our car got/ *obtained smashed by our son in an accident.
We had/ *possessed our house cleaned by the neighbors.
The insurance agent wanted / *desired it taken to a different garage.
We needed/ *lacked it repaired right away:.
My sister saw / *noticed the desserts we brought eaten before the others.
They heard / *recorded Jiri sung Happy Birthday:.

A first characterization of the limited distribution of passive participles is thus (8):
(8) Verbal passive participles occur as complements to only a few “grammatical verbs.”

In contrast, hundreds of English verbs select complements that are verbal present
participles or gerunds formed with V-ing; Rosenbaum (1967) lists about two hundred.
In addition, gerunds formed with V-ing can also appear freely as clausal subjects and as
objects of prepositions.” But, bare passive participles can never serve in either capacity:

(9) We try to avoid paying / *paid late for our services.
The manager continued criticizing her customers/ *criticized by her customers.
Washing / *Washed every day isn’t a pleasant experience.
They were arguing over sending / *sent out traffic tickets.

5. Counter to Rosenbaum’s taxonomic treatment, the differing distributions of English gerunds (V-ing
VPs that behave as NPs) and present participles (V-ing VPs that don’t behave as NPs) are predictable
on syntactic grounds; cf. Emonds (1991 and 2000, sections 7.5-7.6).



JoserH EMONDS 17

Focusing first on understanding the highly restricted distribution of passive participles,
treating direct and indirect passives together, I begin by clarifying what is meant in
(8) by “grammatical verbs.” As stated above, they are the least semantically specified
(most vague) verbs, and are moreover those with special roles in grammar. This leads
to defining a component of the lexicon, which is the keystone of the lexical theory in
Emonds (2000):

(10) The Syntacticon Component: The set X of lexical items that lack purely semantic
features.®

The closed class of grammatical verbs is thus precisely the set of verbs in the
Syntacticon, and the seven passive auxiliaries are a subset of them. Now items lacking
purely semantic features that are nonetheless different from each other must differ by
at least one syntactic feature, and having different features implies different behavior.
That is, no two grammatical verbs have the same syntactic properties. Thus, a hallmark
of Syntacticon items is unique syntactic behavior.

The auxiliaries observed in passives (be, get, have, want, need, see, hear) indeed
all have the individual idiosyncratic behavior expected from their membership in the
Syntacticon:

— Obviously be has unique syntactic behavior; it has five finite forms, etc.

— The syntax of get is unique in collocations as have got and get + V + ing (get
working /going), and it is the only passive auxiliary both intransitive (2) and
transitive (4).

— Have uniquely forms the English perfect active tenses; in certain uses it inverts in
questions and contracts to a final consonant (*ve, s, ’d ), and is one of a handful of
verbs with an irregular third person singular form.

— The morpheme need doubles as a regular verb and a negative polarity modal in
English, a property shared only with dare (which is not a passive auxiliary).

— The contraction of want (i.e., “wanna”), treated in several articles in generative
frameworks, testifies to its syntactic uniqueness.

— A convincing case for Syntacticon membership of want, see and hear is based on their
Romance counterparts. Their Italian and Spanish translations belong to a small set
of grammatical verbs that “restructure” with a following lexical verb (Rizzi 1978),
i.e., the two verbs then give every indication of being in a single clause. (Emonds
2000, ch. 6).

— See differs from hear in having a use in imperatives, even though both verbs are
generally stative: See/ *Hear how well she sings that! Hey, see/ *hear that bird over
there! Please see/ *hear that opera soon.

6. This delineation of syntactic vs. purely semantic features is from Chomsky (1965, 88, 143, 150-51).
The latter features, which differentiate items like destroy vs. damage or long vs. high, play no role in
grammar. On the other hand, syntactic features (e.g., tPAST, +ANIMATE, +DEFINITE, etc.) are even
more central in semantics than the purely semantic features.
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There are other grammatical verbs with unique syntactic behavior which are not passive
auxiliaries in either direct or indirect passives, e.g., do, let, go, come, say. Interestingly,
which Syntacticon verbs can serve as passive auxiliaries is predictable. If a grammaical
verb independently selects a complement AP, then it can serve as a passive auxiliary as
well. All the “passive auxiliaries” (be, get, have, want, need, see, hear) independently have
a subcategorization frame +___AP or +___NP"AP. Such selected AP complements are
underlined in (11).

(11) Her story was/ got too long.
Something at work had/ got John angry.
Father says that for traveling, we want/ need the family healthier than it is now.
I'm glad to see / hear Mary so happy.

The requirement that passive participles occur only in positions where a Syntacticon
verb can select an AP explains why, e.g., the grammatical verbs do, let, go, come and say
are not passive auxiliaries; they don’t take APs:

(12) *Bill’s strange behavior did his children sad.
*You should always do the laundry cleaner.
*The neighbor has let the grass too long.
*The suspect went/came angry in the police car.
*Mary said the answer too foolish to believe.

(13) Predicting passive structures: Only grammatical verbs with a frame +___AP (be,
get) can form direct passives, while a frame +___NP*(AP) can give rise to indirect
passives.’

Prima facie, the restriction (13) is not surprising, since in languages with agreeing
adjectives (Czech, French, Russian, Spanish, etc.), syntactic passive participles also
exhibit agreement morphology (Schoorlemmer 1995; Veselovska and Karlik 2004). On the
other hand, more striking is the lexical “split” between passive participles, introduced
by V-en and limited by (8), and active participles (introduced by V-ing), which
can be complements to hundreds of open class as well as grammatical verbs. Until
now unremarked by grammarians, this distinction calls out for an explanation. The
preliminary aspects of this explanation are the subject matter of Section 5.

7. The verb make has a frame +___DP"(AP) that yields, e.g., make the load lighter. Since it selects a bare
infinitive in the active (make them go home) but a to-infinitive in the passive (be made to go home), it
seems to have the unique syntactic behavior that is necessary and sufficient for being a grammatical
verb. Yet, it cannot be an auxiliary in an indirect passive (*make them taken to the hospital), a gap for
which I have no explanation.
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4. WHAT INDIRECT PASSIVES ARE NOT: SOME SORT OF “EMBEDDED DIRECT PASSIVE”

Before returning to the relation of verbal passive participles to the adjective phrase (AP)
category, I discuss a possibility that doubtless will tempt many a reader skeptical of my
conclusions so far. Can it really be true that English grammar, so intensively studied
from Bishop Lowth (18th century) to Otto Jespersen (early 20th), can count among
its most central devices (here passives generally speaking) a sub-type that traditional
studies have not noticed, isolated or named?

Well, it seems it can, as shown for example by the division between gerundive
nominals and derived nominals, both formed from V-ing, first clearly laid out in the
classic study of Chomsky (1970). Other examples include Fillmore’s (1965) clarification
of the grammar of English indirect objects and my own work (Emonds 1985, ch. 2)
accounting for the sharply different grammatical structures and distributions of English
gerunds and infinitives.

With respect to the passives, the skeptic, taking perhaps comfort in tradition and a
belief that nothing new can arise under the grammatical sun, will most likely propose
that the indirect passive auxiliaries are simply main verbs with some kind of non-finite
clausal complement, whose verb phrases are the long familiar direct passives with the
peculiarity that they lack an overt auxiliary. To assist the skeptic, I lay out and then
refute two logical possibilities: the sought for embedded non-finite clausal complement
is either an NP (14) or it is not (15).

(14) Kamila had/got [xp [np the kitchen][vp redecorated (by her husband) last week]].
Kamila has had/ gotten [np [np her car][yp stolen (by professional thieves)]].

In (15), SC is not an NP.

(15) Kamila had/got [sc [xp the kitchen][vp redecorated (by her husband) last week]].
Kamila has had/ gotten [sc [xp her car][vp stolen (by professional thieves)]].

In recent decades, generative grammar has spawned many advocates of embedded non-

finite clauses that include overt NP subjects, i.e., structures as in (15). They have coined

the term “small clause” (SC) for them, which can appropriately be used here.®

4.1 INDIRECT PASSIVES AS DIRECT PASSIVES INSIDE NPs?

I first discuss embedded NP structures as in (14). In fact, English has such structures,
which are often called “reduced relative clauses”:

8. The a-theoretical nature of the term reflects the fact that it has found no place in any theory of well-
motivated categories or their distribution. When arguably invalid justifications for Small Clauses are
discarded (Emonds 2007, ch. 1), their only remaining motivation is a perhaps Platonic desire that
subjects and predicates be the sole immediate constituents of some propositional node uniting them.
The SC in (15) have just this role and in my view, no other.
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(16) [np [np The kitchen][vp installed by that company]] still isn’t paid for.

Don’t trust [xp [np any car][yp stolen by professional thieves]].

Jiri will give [np [np the village][vp visited by an EU inspector]] an excellent rating.

They were worried about [xp [np the patients][yp treated by the new doctor]].
There is however a well known property of such reduced relatives inside NPs: they can
modify neither NPs headed by pronouns nor proper nouns:

(17) New kitchens cost a lot. *[xp [xp It][vp installed by that company]] still isn’t paid for.
*Used cars are cheap, but don’t trust [xp [xp them][vp stolen by professional thieves]].
*Jiri will give [xp [np Pribice][yp visited by an EU inspector]] an excellent rating.

*They were worried about [xp [np Jiri][vp treated by the new doctor]].
However, indirect passives are fine with these object NPs, showing that their passive
participles are not embedded inside DPs as reduced relative clauses:

(18) The new kitchen cost a lot. Kamila had / got it installed by that company last week.
They had two cars. Kamila actually saw / heard them stolen by professional thieves.
Jiri is having / getting Pribice visited by an EU inspector.
Kamila will soon want/need Jiri treated by the new doctor.

Furthermore, precisely because the passive participles in (18) are not internal to NPs
of the proper nouns or pronouns they modify, these combinations cannot serve as NP
subjects of a predicate (19), nor move as constituents (20):

(19) *It installed by that company last week looks beautiful.
*Pribice visited by an EU inspector became the proudest village in the region.

(20) *It was [them /they stolen by professional thieves] that brought us the best profit.
*[Jiri treated by the new doctor] got afterwards taken to the hospital.

There are therefore several constructions which show that indirect passives are not
direct passives embedded inside NP objects of the transitive verbs get, have, want, need,
see and hear as in (14). The only possibility that remains for assigning them status as
embedded clauses is thus structures as in (15), where the embedded clauses are not NPs.

4.2 INDIRECT PASSIVES AS DIRECT PASSIVES INSIDE “SMALL CLAUSES”?

Possible transformational movement is the most basic and general test for detecting
phrasal constituents (Ross 1967). Among movements, the syntactic “landing site” for
movement with the fewest categorical restrictions (i.e., the most permissive test) seems
to be the focus position in what Ross calls pseudo-cleft constructions. This position
accepts any widely recognized category of phrase:
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(21) What Jiri didn’t want was [np any pity / Rover barking at the neighbors].
What I promised her was [jp to take care of myself]. (IP” = clause)
What we arranged was [pp for [1p her to take care of herself]].

What the girl felt was [ap ashamed of herself].
Where you should go is [pp into the garden].
What she should do now is [yp trim the hedge].

Bracketed strings as in (15) fail even this very permissive diagnostic (22), for the fact
is that these putative “Small Clauses” never move (Haegeman 1991, 545). The obvious
conclusion seems to be that these constituents don’t move because they don’t exist, i.e.,
there are no SC categories as in (15).

(22) *What Kamila had/ got was the kitchen redecorated last week.
*What Kamila has had / gotten is her car stolen by professional thieves.
*What Kamila is seeing / hearing is the hedge trimmed by her daughter.
*What Kamila will soon want/ need is her infection treated by a new doctor.

Consequently, the passive participles in indirect passives are not direct passives embedded
in small clauses; rather, they are simply VP sisters to passive auxiliaries, analogous to
direct passives.

A second confirming argument that indirect passives are not inside small clauses
is based on the distribution of English progressive aspect. It is well-known that stative
main verbs (e.g., contain, have, lack, like, love, need, owe, own, possess, want, etc.) generally
don’t appear in the progressive:

(23) Kamila was getting / *having an infection /a new hedge.
Kamila is selling / using / *owning / *wanting another car.
Our garden is providing / creating / *possessing / *needing more shade.

Thus, the restriction (24) holds for active verbs, and as seen in (25) for direct passives
as well.

(24) Stative verb restriction: Clauses the main verbs of which are stative cannot be
progressive.

(25) More shade is being / getting provided / created / *possessed / *needed by our garden.
Another car is being / getting sold / used / *owned / *wanted by Kamila.

The restriction (24) itself, however, implies that the passive auxiliary with minimal
content be is an exception: it differs from other uses of be, which as stative verbs cannot
appear in the progressive:
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(26) *The garden chairs are (*being) in the shade / old / our ugliest belongings.

Now the auxiliary with minimal content in indirect passives is have. If this use of have
were a main verb with a small clause complement, it should like other stative verbs
in (25) be ungrammatical in the progressive. But if have in indirect passives is simply
the transitive counterpart to the passive auxiliary be, the progressive in these indirect
passives should be acceptable. And in fact, it is:

(27) Kamila was having (an infection treated by her doctor / a new hedge planted by Jiri).

If the passive participles in indirect passives were (counter to my analysis) embedded
small clauses as in (15), have in (27) would be a stative main verb and so should be
unacceptable. So again, a prediction of the small clause analysis is simply not borne
out.

Further, if these verbs were somehow exceptionally allowed to be “stative
progressive” main verbs with small clause complements in (27), it should then make
no difference if the embedded passive verbs are stative or not. But, it indeed does make
a difference; the underlined verbs below cannot be stative. According to restriction (24)
this means they are themselves the main verbs, exactly as I claim.

(28) Kamila had a new treatment ordered/ *needed to cure the inflection.
Kamila wants another car bought/ *owned to drive her daughter to school.

There is thus no escaping the conclusion that indirect passive clauses in English are
mono-clausal in exactly the same sense as are its direct passives, as this section set out to
prove.

5. THE ADJECTIVAL HEADS OF PASSIVE PARTICIPLE PHRASES AND THEIR
INTERPRETATIONS

The participial suffix -en, used in all English passives, direct/indirect and
verbal / adjectival, is of course itself a lexical item; its lexical entry must specify that
it is a suffix on V. Moreover, as observed at the end of Section 3, -en is an A (Adjective),
since its counterparts in structurally similar passives in other languages inflect (agree)
like adjectives.

A passive suffix has one additional feature, call it ¢, which sets it off from the active
participle suffix, e.g., English -ing. This feature should express the essence of passive
structures, i.e., that some NP object of V+en in English must be an empty category. That
is, all English passives including passive adjectives (=adjectival passives; cf. Levin and
Rappaport 1986) are based on one object NP in the VP being a trace of the subject NP
(Emonds 2006).°

9. Spanish passives have this same requirement (imposed by the presence of ¢). However, in languages
which allow “impersonal passives” (e.g., French, German, Ukrainian), the feature ¢ on corresponding
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Formally, the feature ¢ of -en is an “alternatively realized” syntactic feature of
an object noun phrase sister of the participial adjective whose internal structure is

[aV-[a -en]]

(29) Alternative Realization: A syntactic feature F that is interpreted on a category o
can be “alternatively realized” elsewhere in a closed class item under B, provided
that projections of a and f are sisters.

In passive structures, a nominal feature F (of gender and number in languages where
adjectives agree) of the object NP (= «) is also alternatively realized under the word-
internal head A (= §); as required, the participle A and this NP are sister constituents.

Thus a full lexical entry (30) for the passive inflection -en is arrived at. Since
Alternatively Realized features are syntactic, and so are A and the context feature
+V__, the lexical entry for the suffix -en turns out to have no purely semantic feature.
Consequently but not surprisingly, the passive participle inflection -en, like the passive
auxiliaries, is also in the Syntacticon (10).

(30) Lexical entry for all English passive participles: -en, A, V___, ¢

Putting together everything established up to this point leads to the structure (31) for
English passive participles, no matter which passive construction they appear in. The
higher NP is absent in direct (classically discussed) passives, but present in indirect
passives. The interpretable position of ¢ is on NP, while on A and AP it is in an
alternatively realized position.

(31) VP
Vi (NP;) AP, ¢
auxiliary ina /!\
verbal passive o Ao NP;, ¢
V; Ao (0]
lexical verb -en

The rest of this study requires at least a rough outline of the differences between verbal
passives, which have been the sole focus up to this point, and the structurally related

passive morphemes can be optional (= parenthesized). In these languages, if (their version of) -en is
inserted but ¢ is not chosen, no empty object NP results. Rather, the subject NP is an expletive, and
lexical object NPs remain “in situ” (Sobin 1985).



24 THEORIES AND PRACTICES

adjectival passives (= the “derived passive adjectives” of traditional grammar). At the
“pronounced” level of a derivation of a sentence, widely termed Phonological Form
(PF), both types of passives in fact have the same morphology in English, French,
German and Spanish (though there are some differences in Czech and Russian; cf.
Schoorlemmer 1995 and Veselovska and Karlik 2004). In all these languages, the basic
difference between them is at the “interpreted” level of a derivation, called Logical Form
(LF).

In both verbal and adjectival passives, the participial AP is an interpretable unit
(“phase”). A domain is defined as “phasal” if it is interpreted in LF as soon as the syntactic
derivation of that domain is complete. The interpretation of passive participle APs, as
either verbal (an activity) or adjectival (a property), depends on whether -en is inserted
in trees before or after the AP is sent to Logical Form (LF).

In more general terms, this study’s theory of lexical insertion is based on a bifurcated
lexicon, whereby Syntacticon items (10) have privileges of insertion into trees that are
completely unavailable to open class items. Namely:

(32) Syntactic Insertion: Syntacticon items like -en and have, get, etc. can be inserted
before syntactic derivations of a phase begins (like open class items), or unlike
them during derivations. In both cases, their syntactic features are available for
being interpreted.

(33) Late or PF Insertion: A Syntacticon item with no interpretable feature is inserted
after a phasal domain is sent to LF and is then no longer available for being
interpreted.

Now the entry (30) of -en has only one interpretable feature, namely A itself.!” In
general, the interpretation of A is that of “a property.” This interpretation is precisely
what is lacking in verbal passives; they describe actions but not properties. So there
must exist some mechanism that makes the property interpretation of the passive -en
“not available” in LF. I propose to express this by parentheses around a lexical entry’s
grammatical category.

(34) Polyfunctional lexical entry for the English passive participle: -en, (A), V___, ¢

These parentheses don’t mean “the category is optional” Rather, they indicate that
insertion of the item can “wait” until the parenthesized category is no longer available for
LF. This device thus can express the marked “polyfunctional behavior” of -en in passives
as either adjectival (expression off a property) or verbal (no property expressed); cf.
Schoorlemmer (1995). As she observes, relatively few morphemes are polyfunctional,
i.e., optionally interpreted, in this sense.

The absence of a lexical entry -en under the head A during the syntactic and
interpretive derivation of a verbal passive clause can explain the well-known syntactic

10. As stated in (29), alternatively realized features such as the feature ¢ on A are not interpretable, nor
are context features such as V___. Thus, gender and number features are interpreted only on D, but not
on items that agree with D (Chomsky 1965, ch. IV).
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differences between verbal and adjectival passives. Most of these are introduced and
discussed in Wasow (1977).

(35) In verbal passive phrases, the head A is still empty (invisible) in syntax; therefore:

a. Agent by-phrases, generally impossible with adjectives, become possible.

b. Items that modify only adjectives (too, very, so, negative un-, etc.) are
unavailable.

c. The subject NP in verbal passives can correspond to any surface object
in an active verb phrase, such as indirect objects.!!

d. Verb-object idioms survive in verbal passives because no head
(e.g., adjectival -en) intervenes between them in LF.

The main question that remains is, why cannot intransitive or transitive open class verbs
that select an AP complement (e.g., feel, appear, remain, consider, declare, judge) select a
verbal passive, like the Syntacticon verbs that serve as auxiliaries in indirect passives?

(36) Still to be answered query: Why does the “late insertion” property of the passive
suffix -en limit it to being selected only by Syntacticon (grammatical) verbs?

A syntactic framework that provides an answer to (36) needs to specify how lexical
insertions of open and closed class items differ in their ordering, i.e., how “late inserted”
items from the Syntacticon, using (33), can select a phrase, here a verbal passive AP,
after it is sent to Logical Form without -en. A possible answer is spelled out in “Indirect
Passives and the Selection of English Participles” (Emonds, forthcoming).

6. INDIRECT PASSIVES ARE NOT ADJECTIVAL PASSIVES

Section 4 has shown that English indirect passives cannot be reduced to direct
(traditional) passives that are further embedded, either as reduced relatives or as some
type of non-nominal “small clause.” Even so, skeptical readers may still harbor a hope
that indirect passives are nonetheless “something else” familiar from grammatical
tradition. Along these lines, the indirect passives as in (4)—(5) are perhaps instances
of the adjectival passives introduced in the preceding section.

This last section will show, by briefly discussing the differences (35) between verbal
and adjectival passives, that the skeptic’s hope is in vain; English indirect passives are
decisively verbal and not adjectival.

11. Thus, an English verbal passive can modify what would be an indirect object in an active clause, and
the overt direct object then remains inside the participle. This configuration is impossible in adjectival
passives; see section 6.3, because adjectives in general reject (= can’t assign accusative case to) direct
objects. Fillmore (1965) demonstrates the correlations with a range of examples.
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6.1 AGENT BY-PHRASES

Open class transitive verbs like declare, find and call take secondary predicate APs.
Since they are not Syntacticon members, these APs cannot be verbal passive participles.
Therefore, these AP complements cannot contain agent phrases, as stated in (35a).

(37) Kamila found her garden so overwatered (*by Jiri).
The tax office declared the bonus unearned (*by the new coach).
You will find this dish less/ too salted (*by the substitute cook).
Many customers called our product well made (*by the local supplier).

This paradigm contrasts with the freely occurring post-verbal agent phrases in indirect
verbal passives in (4) and (5).

6.2 ADJECTIVAL MODIFIERS

The adjectival passives in (37) are already constructed with A-modifiers such as so,
un-, less, too and well. By (35b) in contrast, such modifiers in indirect (or direct) verbal
passives are unacceptable:

(38) Kamila shouldn’t have her infection (*un)treated by that doctor.
The players had / heard insults (*too) shouted at them by the impatient fans.
Many customers got/ wanted samples (*well) handed to them personally.
You may see/need your receipts (*less) put into the right drawers.

6.3 VERBAL PASSIVES BASED ON INDIRECT OBJECTS

A salient property of adjectival passives (35¢c) (Wasow 1977) is that the subjects of verbal
passives can correspond to an indirect object of an active clause (39a), while the subjects
of adjectival passives cannot (39b):

(39) a. Jiri was/got sent a radio last week.
New customers won’t be / get handed too many leaflets.
b. *Jiri sounded /became sent a radio for his birthday.
*Some new customers felt / looked handed too many leaflets.

The same contrast is found in indirect passives. Overt direct object NPs, italicized in (40),
can remain inside passive phrases, in addition to passivized indirect objects represented
with traces t;:

(40) Jiri had/ got/saw Kamila; offered t; a bouquet of flowers.
The manager {saw / wanted} new customers; handed t; enough leaflets.
The players had / wanted / heard the coach; promised t; a big bonus.
They might see / want their children; prepared t; more tasty snacks.
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But like adjectives generally, adjectival passive phrases do not accept such a second NP:

(41) *Jiri found / noticed Kamila offered a bouquet of flowers.
*The manager declared/judged new customers handed enough leaflets.
*The players considered / imagined the coach promised a big bonus.
“They might notice / picture their children prepared more tasty snacks.

Instead, adjectival passives always modify noun phrases that correspond to active clause
direct objects (Levin and Rappaport 1986).

(42) Jiri found / noticed a bouquet of flowers; offered t; to Kamila.
The players considered / imagined the big bonus; offered t; to the coach.
They might notice / picture more tasty snacks; prepared t; for their children.

6.4 VERB-OB]ECT IDIOMS LIMITED TO VERBAL PASSIVES

Finally, both direct and indirect verbal passives as in (43) tolerate direct objects that are
parts of a verb-object idiom, as stated in (35d). Corresponding adjectival passives as in
(44) are ill-formed.

(43) Too much advantage was / got taken of our staff.
We had / saw too much advantage taken of our staff.
More attention should be paid to safety concerns.
The new guests wanted / needed more attention paid to safety concerns.

(44) *Too much advantage remained /looked taken of our staff.
*We judged / declared too much advantage taken of our staff.
*More attention stayed / sounded paid to safety concerns.
*The new guests believed / imagined more attention paid to safety concerns.

On the basis of the four well established tests of (35a)-(35d) that distinguish two types
of English passives, it can be safely concluded that indirect passives of (4)—(5) are not
adjectival passives. Rather, they are verbal in precisely the same sense as are traditional
direct passives formed with be and get.

7. CONCLUSION: THE PRIMACY OF SYNTACTIC GENERALIZATIONS

In general then, the English passive structures exemplified in (4)-(5) and elsewhere
in this study are a previously unrecognized type of mono-clausal verbal passive.
These “indirect passives” taken together with traditionally described English passives
(formed with be and get) bring to the fore a question (36) that has hitherto remained
unformulated. As long as the only verbal passives studied were formed with one or
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two auxiliaries (be and get), traditional grammar considered this limitation as natural
as saying, e.g., English has only one or two future auxiliaries (will and shall). But in the
case of modals, generative grammar has shown that the syntactically interesting class
of auxiliaries, the modals, contains a dozen members, not two, and that only a more
sophisticated syntactic theory, in which item-particular semantics becomes secondary,
can properly express the behavior of modals, including as special cases those that
express the future.

Similarly, the demonstrated existence of seven rather than two passive auxiliaries
calls for a more formal conception of passive structures, again less dependent on
semantics. In particular, such a theory has the immediate task of explaining why only
seven grammatical verbs (= those lacking purely semantic features) can take passive
participle VP complements in English, while hundreds of open class verbs can take
active participle VP (V-ing) complements.
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ABSTRACT: The paper compares the English clausal negators not and never, focusing on the problem
of characterizing the constituency of the negative particle not. It summarizes the traditional criteria
for the categorial classification of not and never, as these are the two basic formal means of clausal
negation in English, and in some contexts they can be used as functional equivalents. Then it
provides an analysis of these elements in a current generative framework. The study argues that
although not is a head of a negative “polarity projection” (XP) in both clausal and phrasal negation
structures, the lexical item not is not merged in the tree in the same way. Phrasal negation is a
structure adjoining a 3P headed by “not” to another phrasal constituent, while clausal negation is
the merger of a 3 head “not,” which projects the clause into XP. This distinction is able to explain the
intervention effect of not on verbal morphology. The study also uses the notion of late insertion
of grammatical elements, which is the reason why the so called particle not can have head-like
characteristics even though it is adjoined as a maximal projection ZP.
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1. THE PROBLEM: CATEGORIAL AND CONSTITUENT CLASSIFICATION OF NOT AND NEVER

The paper provides a detailed comparison of the English negative particle not and the
negative adverb never with the aim of explaining the mixed behavior of the negator
not. The problem is illustrated in the following paragraphs. The examples show that the
‘particle’ not (contrary to the adverb never) shows characteristics of a syntactic head
but at the same time does not so obviously project to a corresponding phrase.

The examples in (1) introduce a frequently discussed distinction contrasting never
and not. It concerns the distribution of the English present tense agreement morpheme,
which signals the relation between a subject (John : 3.sg.) located in a left peripheral
position of a clause and the verbal element that can carry the bound morpheme -s. In
English, this agreement morphology can sometimes be dislocated to the right, onto the
lexical verb (‘affix hopping’) — in (1) to the verb read.

(1) 'The ‘Intervention Effect’ of not vs. its absence with never
a. John do-es not read many books. (no stress on does)
a’. "John do-es never read many books. (improves to ? with does stressed)
b. *John not read-s many books.
b’. John never read-s many books.
c. Does John not read many books?
¢’. Does John never read many books?
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Notice that in (1b) the negator not prevents affix hopping, contrary to never in (1b’).
The example shows that the intervening negative ‘particle’ not does not permit finite
verbal inflection to follow it, i.e., to get from the subject/ tense to the lexical verb.

The above described empirical fact is usually explained by some vague notion like
‘the requirement of Do-support’ for structures containing not, given the grammaticality
of (1a). Do-support, however, is at best a descriptive generalization, and in a more general
perspective it is rather unfortunate, because it requires the separate listing of many
English structures that also ‘require Do-support, even though they do not involve not.!

It would be even worse to try to relate the rule of Do-support to the negator not since
it would moreover contradict the fact that many structures containing the negator not
do not require any Do-support, as in the examples (of phrasal negation) below.

(2) a. John cooks not in the garden but in the kitchen.
b. The car looks not blue but red.
c. I want not to sleep but to study.

Assuming any of the generative proposals for bound morphology, the kind of intervention
of not as in (1) is a signal of the ‘headedness’ of not. However, if not were a head X,
the generalized phrasal projection scheme X—XP predicts that it should project into a
not-phrase. This, however, is not the case. This is demonstrated in examples (2) and (3):

3)

o

. [pp The man] and [pp> not [pp the woman] arrived late.

. [pp The man] and [pp; even [pp the woman] arrived late.

[pp The man] and [pp> also [pp the woman] arrived late.

. “[pp No mother] and [pp; not even [pp the children] arrived late.

oo o

Both (2) and (3) show that the categorial label of the constituent does not change to
some kind of NegP by adding a negator not, and that this puzzling property is not
the characteristic of only not. The phrases [xp, not/even/also [pp the woman] in (3)
cannot be not/even/ also-phrases because one cannot expect that anything but DP can
be coordinated with the DP [pp the man].?

2. TRADITIONAL CLASSIFICATION: STARTING WITH MORPHOLOGY

Although this paper concentrates on the constituency characteristics (complexity) of
not compared with never, more traditional frameworks do not discuss such classification
in any detail. Therefore, I will first sketch traditional criteria for the categorial

1. The conceptually implausible characteristic of Do-support is already mentioned in Chomsky (1957).

2. For a thorough discussion of focus particles such as even/also, see Aoyagi (1998) and references cited
there. The author shows that they cannot be so easily analyzed as heads, although they have some head
behavior: English focus particles usually precede the phrase they modify, while in head-final Japanese,
their counterparts follow such phrases.
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classification of not and never, since these are the two basic formal means of English
clausal negation, which in some contexts can be used as functional equivalents. Then, I
will give an analysis of these elements in a current generative framework. I will argue
that though not is a head of a negative polarity projection in both (1) and (3), the two
structures are distinct, and this distinction is able to explain why not can have head-like
characteristics in (1) but not in (2) and (3).

According to, e.g., Duskova (2006, 156—-60), adverbs are generally characterized as a
heterogeneous part of speech divided with respect to their morphology as in (4).*.

(4) a. primary: no suffix (here, there) — possibly a closed class of items
b. derived: a suffix (glad-ly, clock-wise)
c. compound: fixed phrases, multiple stems (up-wards, some-what).

As for inflections, a prototypical Modifier of the category ‘A’ (i.e., adverb as well as
adjective) can be graded, when scalar. In English the grading is done either synthetically
using the suffix -er for comparative and -est for superlative, or by means of periphrasis,
using more/ most for comparative / superlative forms.

2.1 MORPHOLOGICAL PROPERTIES OF NEVER AND NOT

Assuming the above morphological classification, the adverb never belongs to the group of
primary adverbs, because it can neither be divided into a stem and a derivational suffix nor
into two independent stems. According to Huddleston and Pullum (2002, 566), however,
never, together with nor/neither, ranks among adverbs derived from the primary adverbs
ever/or/ either with the use of the initial morpheme n- expressing negation. Onions (1995,
608) traces the etymology of the adverb never back to two elements:

(5) Onions (1995, 608)
(A) na + &fre — (B) no + ever — (C) no reduction — n + ever.

As for grading inflection, never is a time adverb expressing zero frequency, and as such
it is not scalar and cannot be graded.

As for the negative particle not, Onions (1995, 604, 615) claims it is also a kind of
compound element. Diachronically the form not goes back to the Old English word
nawiht, which meant nothing (na- being the negative element, -wiht meaning thing,

3. Most English sentences in this paper are taken from standard grammatical reference books on English
as well as from the British National Corpus (BNC). For the ungrammatical structures I respect native
speakers’ evaluations.

4. Huddleston (2006, 566—67) gives a similar classification, adding some derived adverbs with the prefix a-,
the suffix -less, and irregular forms of numerals: once, twice, thrice. Contrary to Duskova (2006, 160-61)
he also lists among compound forms almost, already, also, always, anyhow, somewhat, etc., which she
classifies as primary adverbs
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creature, or being). This Old English form was later superseded by derived naught and
this derivation was later shortened to not.”

(6) Onions (1995, 615)
(A) na + wiht — (B) naught, — (C) no + t (=thing)

Concluding these facts, diachronically one could list not as well as never among
compounds consisting of the negative word no and some positive element. In the case of
never, the composition not + ever is still relatively transparent, whereas with not there is
no synchronic signal of the fact that it developed from the negative no- and the positive
element -thing. Their external form, starting with (a prefix?) n- or no-, furnishes their
negative meaning, and as such they could both (never and not) be interpreted as a part
of a composed form. Still, as for their categorial nature, the presence of a negative prefix
cannot be related to any specific category / part of speech in English, as the following
forms in (7) demonstrate.

(7) a. un-believable, im-possible, non-sensical
b. no-thing, n-one, no-body
c. no-where, n-either, n-or, n-o, n-ope (colloquial), n-ary (archaic)

Therefore synchronically, both never and not are non-derived words. With respect to
the category of adverbs, they both can be ranked among primary adverbs. As for their
inflection, neither never nor not are scalar, and therefore cannot be graded.

* * * *
(8) a. “never-er, “never-est, “more never, “most never
b. *not-er, *not-est, “more not, *most not

Thus, comparing them in terms of their internal morphological structure, never and not
are in no way distinct. In standard English grammar manuals the distinction between
never and not is usually stated rather as a distinction in ‘function’ or ‘meaning’: never
is a full-meaning (lexical) word while not is synsemantic and non-lexical / functional. I
will address both meaning and function in the following sections.

3. SEMANTIC CLASSIFICATION

Assuming that categorical classification can also be based at least partly on semantics,
there is no doubt that adverbs belong to the category of modifiers. Huddleston and
Pullum (2002, 562) state that adverbs are most characteristically used to alter, clarify
and adjust the meanings of verbs.

Adverbs can be both concrete and abstract and in their meaning can be divided into
several more basic categories. Biber et al. (1999) give a semantic classification of seven
groups of adverbs as in (9); the adverb never and its label are bold and underlined in the
list.

5. Naughty is today connected with a different meaning, namely disobedient, morally bad.
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(9) Semantic classification of adverbs (Biber et al. 1999, 552-59)

a. Adverbs of place (position, direction, or distance): here, clockwise, far.

b. Adverbs of time (time position, frequency, duration, time relationship):
now, always/never, still, already.

c. Adverbs of manner: quickly, safely.

d. Adverbs of degree: (a) adverbials (completely) and (b) modifiers:
amplifiers / intensifiers (absolutely), and diminishers / downtoners (almost).

e. Additive and restrictive adverbs: too, only.

f. Stance/ epistemic adverbs: probably, unfortunately, frankly.

g. Linking/cohesion adverbs: adverbs of enumeration and addition (firstly),

summation (altogether), apposition (namely), result/ inference (therefore)
contrast / concession (however), and transition (now).

Quirk et al. (1995, 490) also use semantic criteria to divide distinct kinds of adverbs. In
fact they do so in even more detail, since they divide the group of Biber’s time adverbs
of frequency in (9b) into two subgroups, each of which is further subdivided.

(10) Adverbs of time (Quirk et al. 1995)

(i) Adverbs of definite frequency:
a. period frequency: weekly
b. time frequency: three times a year.

(i) Adverbs of indefinite frequency:
a. usual occurrence: normally
b. continual frequency: incessantly
c. high frequency: often, frequently
d. low or zero frequency: seldom, rarely, never.

Looking at the lists above, it is rather clear that with respect to their semantics, the
category of adverbs is a highly varied category. The sub-classification (the number of
kinds of adverbs) varies and seems to depend on the space and time limits of a specific
author and/or given grammar manual. Therefore, as far as it is open to discussion,
nothing contradicts the claim that both never and not are members of some group in
the more or less detailed sub-classification of the category of adverbs. In the next section
I am going to summarize more details about the meaning of never and not.

3.1 SEMANTIC PROPERTIES OF NEVER AND NOT

Sinclair (1990, 210) comments that “never says that something was not, is not and will
not be” Compared with other indefinite time adverbs, never represents one extreme
point on a theoretical scale with always being its opposite on the other end of the scale.
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(11) A. When/How often have you visited Prague when in Europe?
B. — Always./Often./Frequently./Sometimes./ Rarely./ Never.

Claiming that never in fact intensifies the meaning of the following element and thus
stresses the importance of it, Quirk et al. (1995, 456) further sub-classify never as a
negative minimizer (i.e., a downtoner) and demonstrate this with the following example

(12).

(12) You will never catch the train tonight.
— You will not under any circumstances catch the train tonight.

Contrary to never, which is always is considered to be a full-meaning word (in the
category of adverbs), not is usually classed with functional elements having little or
no meaning, but fulfilling a certain function. In other words, not lacks auto-semantic
(full) meaning characteristics. Its synsemantic nature is illustrated in (13), which
demonstrates that not cannot be used as an answer to a question When/How often
analogically to the lexical adverb never. Compare this with (11).

(13) A. When/How often have you visited Prague when in Europe?
B. — Never./ *Not.

Given its functional nature, not is often called a ‘particle’ which, rather than revealing its
categorial nature, reflects the fact that it does not seem to easily fall into any traditional
part of speech easily. Nonetheless, Quirk et al. (1995, 432) propose that not, which can
be called a ‘negator, is to be ranked among negative restrictive adjuncts, the scale of
which depends on its position — and this function is standardly indicated by adverbs.
Similarly, Anderwald (2002, 17), referring to the position of not, explicitly calls it an
adverb. He states that when an adverb not is placed between the first Mod. / Aux and
the following VP, it gets a clausal scope and should be therefore classified as a special
category, ‘negator.

To conclude: In the classification of adverbs based on semantics, never falls clearly
into the category of time adverbs (9b) of indefinite (zero) frequency (10ii/d), and is
also labeled a downtoner and minimizer. As for not, no data disallow the classification
proposed in Section 2.1, i.e., the claim that not is a kind of adverb, too. The category of
adverbs clearly tolerates a huge variation in semantics and not, which is a ‘negator, can
easily be ranked among adverbs with non-lexical meaning. Above all, the synsemantic
characteristics of not (and in many ways also of never, especially when only semantics
is considered) make these expressions similar to most functional words or to their
grammaticalized lexical entries.

It must be stressed here that the distinction between auto-semantic (lexical) and syn-
semantic (functional) characteristics cannot be used in any trivial way as an argument
for a categorial distinction, because all existing categories contain both lexical and
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non-lexical members. Moreover, lexical vs. non-lexical characteristics, though usually
explained as a kind of semantic distinction, can hardly be demonstrated using other than
syntactic arguments, e.g., like (13) above, which utilize the contrasting distributions of
never/not. I will look more closely at the syntactic characteristics of not/never in the
next section.

4. SYNTACTIC CHARACTERISTICS

Discussions of a syntactic classification of a specific expression deal with (i) its
selection (combinatorial properties) and/ or (ii) its distribution in general (above all,
its positioning with respect to other categories). I will describe the former here in
Section 4 and the latter in Section 5, assuming the above proposed classification of
never and not as adverbs.

4.1 SYNTAGMATIC RELATIONS OF ADVERBS

According to Quirk et al. (1995) and Huddleston and Pullum (2002), adverbs are used
mostly in the functions of adverbials, and adverbials can be divided into those which
are and those which are not incorporated in the sentence structure. In the grammar
manuals cited above, the terminology concerning the syntax of adverbials is huge and
as rich as the corresponding terminology used for their semantic classification.

Considering the category of the superordinate element, the clause-incorporated
adverbs are above all verbal (circumstantial) adverbials. These are optional (peripheral)
elements related to the verbs (adverbials expressing manner, place, frequency, etc.).®
Adverbs can also appear, however, in the function of modifiers of constituents other
than V(P). The list with examples in (14) is taken mostly from Quirk et al. (1995,
270-333).7

(14) adverbial ‘modifiers’ (non-verbal superordination)
a. AdjP pre-/post-modification:
She got used to a well balanced diet.
The road was not long enough for the plane to land.

6. Huddleston and Pullum (2006, 576) divide adverbs with respect to their position and meaning into VP-
oriented adverbs and clause-oriented adverbs. Quirk (1995, 268) divides adverbs into three categories:
(i) Adjuncts (sentence members that are incorporated into the structure of a clause and are related to the
verb), (ii) Disjuncts (they express the attitude of the speaker and they apply to the whole proposition),
and (iii) Conjuncts, which have a connective function. Biber (1999, 548) ranks among the clause non-
incorporated adverbs above all the groups of stance (modal) adverbials providing information about
the speaker’s/writer’s attitude toward the whole proposition (unfortunately, curiously) and linking
(connective) adverbials (however).

7. Apart from modifiers, Quirk (1995, 438-39) distinguishes a special group of intensifiers that do
not modify but intensify the meaning of clause constituents they precede, ie., they have either
a heightening or lowering effect. He further subdivides the intensifiers into: (i) emphasizers (e.g.,
definitely), (ii) amplifiers and maximizers (e.g., completely), and boosters (e.g., very much), and (iii)
downtoners: compromisers (e.g., kind of), diminishers (e.g., partly), minimizers (e.g., hardly), and
approximators (e.g., almost).
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b. AdvP pre-modification:
She visited me almost immediately after you had left.
c. Pronoun pre-modification:

Nearly everybody came to our party.
d. (Wh)Pronoun post-modification:
What else do you have? (BNC: HE6 91)
e. Numeric pre-modification:
Roughly four percent of the population are homosexual.
f. Noun pre-modification:
.. . the then school minister Fallon (BNC: K4N 132)
g. P(P) pre-modification:
Their footsteps could be heard directly above my head.

Even a brief excursion into the typology of adverbial functions shows clearly that
adverbs/ adverbials are really multifunctional modifiers appearing in a vast number
of contexts. On the other hand, not each individual adverb can combine with a full list
of categories mentioned above, e.g., almost is quite versatile and can modify anything
apart from nouns; very, on the other hand, is less flexible and can modify only AdjP,
AdvP, but not verbs, nouns or clauses. In the following sections I will demonstrate the
variety of functions of not/never with respect to their superordinate and subordinate
elements.

4.2 SYNTAGMATIC RELATIONS OF NEVER/NOT

Given that the grammar manual authors allow combinations of adverbs with literally
anything, both never and not could certainly be classified in some of their many groups.
This is true especially for never, which standardly does get into the list of at least one
kind of adverbial.

According to Huddleston and Pullum’s (2002) criteria, the adverb never belongs
to modifiers that primarily modify verbs. Biber et al. (1999, 548) locate never among
circumstance adverbials. The primarily ad-verbial function of the adverbs is also
confirmed with a brief corpora check: Spurna (2011) demonstrates that out of fifty
clauses containing the adverb never, forty-six contain never as a modifier of a verb as
in (15), where the verbs can be finite or non-finite.

(15) a. Comacina never recovered from the beating. (BNC: ANB 90)
b. Indeed when the time came to leave Germany I made a mental decision
never to return. (BNC: EA8 49)
c. Dinah had always disliked and resented her, never forgetting the pain caused
by her birth. (BNC: CD2 2037)

Apart from being related to verbs/predicates, never can appear in some other
‘adverbial’ functions, but rarely. Out of the fifty tokens in her corpus, Spurna (2011)
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finds a never that serves as an intensifier of an AdvP (16a) and another in an unusual
appositive (16b). She further considers that never in the two clauses in (16¢) is not
modifying verbs, but these instances clearly do modify the preceding main verb copulas
of their clauses.

(16) a. [...] Kate, under his spell as never before, could feel [. . .]. (BNC: HGM 2324)
b. Never mine she always remained in my memory.
c. [...] I was never quite sure where it was all going [. . .]. (BNC: CH8 136)
There’s never a minute when he’s in the house that [. . .]. (BNC: HWE 677)

Quirk et al. (1995) state that never belongs among adjuncts, which means elements
incorporated into the structure of the clause, and (17) show that it fulfils all their
conditions for adjuncts: (i) never is standardly non-initial, (ii) it is related to the verb
(not separated by a comma or intonation), and (iii) it can be contrastive.

(17) a. He had never shown impatience or eagerness again. (BNC: G1M 1980)
b. Does he usually or never get up so early?
c. It was now or never. (BNC: CR6 650)

Turning now to not, with respect to the same criteria for adverbs, i.e., (i) incorporation
into the structure and (ii) function, (18a) illustrates how not can be incorporated into
clause structure and also be an element related to the verb. Another criterion of Quirk et
al. (1995, 269) takes adjuncts as elements that can be contrasted (with another adverbial
either in an interrogative clause or a negative clause). Not can serve this function when
an elliptical negative clause is contrasted with a positive clause as in (18b).

(18) a He had not shown impatience or eagerness again.
To be or not to be is a question.
b. Is he coming or not?
A student can stay here but not with his girlfriend.

As for its function, most manuals do not discuss the function of not in the same way
as they do for the adverbs (including never), i.e., they do not classify not according
to the constituents it can ‘modify. However, the same aspects are usually implicitly
discussed in other sections, most of all in sections dealing with negation. Considering
the data, not is (like other adverbs) a very versatile modifier. It can certainly be related to
verbs / predicates. When related to a verb / predicate, not takes scope over the relevant
proposition and forms a clausal (grammatical) negation. Compare the examples of not
in (19) with never in (15).
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(19) a. Comacina did not recover from the beating. (BNC: ANB 90)

b. ... when the time came to leave Germany I made a mental decision not to return.
c. Dinah had always disliked and resented her, not forgetting the pain caused
by her birth.

On the other hand, not is also a standard means for forming a partial negation in
English.® The particle not can be related to only phrasal constituents. In (20) are
examples with NP, AdjP, AdvP and PP respectively; (20e) shows again that a VP can
also be negated separately.’

(20) a. Mary but [not little John] can kind of help you, too.

This was [ not my enemy], [not the saint’s enemy], [not the thief]
(BNC: GOM 2094)
This contains 4 pints of very corrosive organic acid which only attacks living or
organic items such as wood or leather, but [not metal or stone]. (BNC: CLK 338)
The pattern is er [ not the white rose of York] but the rose of
the incarnation or the rose of the Virgin Mary, Rosa Mundi. (BNC: JTE 560)

b. Either the skirt is bluish and [not green], or I am blind.

c. Itis here [not there].
Tomorrow we’re going to soft play [not today]. (BNC: KB8 11856)

d. Icertainly can run down the hill but [not up the hill].

e. He told me [not to ask questions like that]. (BNC: EE5 78)
[Not wishing to risk increasing instability], Franco adopted . . . (BNC: HPV 656)

The variety of possible phrasal negation structures with not is the same as the variety
provided by other adverbial modifiers. Moreover, the standard terminology used in the
context of partial negation states that not in (20) ‘modifies’ the constituents (is probably
an adjunct). In other words, the terminology states that not negates (i.e., takes scope
over) these constituents, which is a typical property of all other adjuncts, including
never.

8. Partial negation does not mean lexical negation, however. English lexical negators are usually bound
morphemes and do not have a form based on not, see, e.g., (7a).
9. Some apparent examples of phrasal/ partial negation can plausibly be analyzed as ellipsis, and in this
case not is used as a kind of proform (see, e.g., Quirk 1995,698); cf. also (18b).
i. He is an abominable scoundrel. Yes, but not John.
(= Yes, but John is not an abominable scoundrel.)
ii. He bought Charlie, but not me, drinks. (BNC: C8E 1818)
(= He bought Charlie, but he didn’t buy me, drinks.)
Moreover, Sinclair (1990, 208) adds that there are also a few introductory verbs (e.g., seem, wish,
want, . . .) that can be followed by an infinitive, such that whether one negates the introductory verb
or the infinitive, the meaning remains the same.
iii. He did not want to do it in front of the crowd. (BNC: HTX 1235)
iv. He wanted not to do it in front of the crowd.
These examples are interesting but are not analyzed here.
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Concluding then that they have similar functions, the syntagmatic properties of
never and not can be set aside for the moment. But, I will return to address the internal
hierarchical structures of the examples in (20) again in Section 6.1.

4.3 ELEMENTS SUBORDINATED TO NEVER/NOT

This section will show some indications that the elements not and never potentially
head more complex projections. Assuming that their lexical entries are possible heads,
one expects to find some kind of standard pre- and post-modification structures related
to these entries.

The adverb never, though non-scalar and non-grading, can be intensified with a
small number of adverbs. The BNC contains sixty examples of never intensified by
almost, three with hardly and two examples with nearly. The examples from BNC are
again mostly from Spurna (2011).

(21) a. Iwas “more/ *less/ *very never happy that Mary was driving a Opel.

b. He almost never discussed his work with her. (BNC: ASS 1719)

c. Why don’t she hardly never look after David any more? (BNC: KP4 884)

d. His work in the Sahara was recently included in a Sports Council exhibition that

nearly never happened due to a last-minute decision. (BNC: FBR 483)

In a search of corpora for post-modifications, the most frequent collocation of never
was never more, which was found in the BNC in 156 cases. Never as a modifier of an
AdvP appears most frequently as a part of the collocations never ever (204 examples in
the BNC) and never enough (59 cases).

(22) a. His prolific imagination was never more happily displayed. (BNC: GTH 110)
b. Ican never ever touch another drink. (BNC: CEN 2217)

As demonstrated above, the adverb never can co-occur with few modifiers, but all are
typical for the category of adverbs / adjectives. Contrary to never, the negator not does
not relate to any elements that would be analyzable as clearly subordinated only to not.
Therefore, it is impossible to make any conclusion about its categorial characteristics
based on the modifiers in its projection.

This poverty of modification, especially of the left side pre-modification, makes not
and never similar to most functional words and grammaticalized lexical entries, but the
same characteristic is also typical for, e.g., the whole category of prepositions. The lack
of projectional properties of not and never will be returned to again in Section 6.1.

5. DISTRIBUTION OF ADVERBS

In a language like English, distribution is always a vital diagnostic for a categorial
definition of an element. As for the category of adverbs considered here, Huddleston
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and Pullum (2002) and Quirk et al. (1995) differentiate three main positions of adverbs.
First of all there is the initial/ front position ‘I’ of the adverb left of the subject. Then
there is the end/final position ‘E’ after the verb and its dependents if there are any.
The last position is the central/medial one ‘M’ between the subject and the verb. All
of the standard adverb positions are illustrated in (23).

(23) Adverb positions (linear)

a. I-position Happily, it usually becomes over-cosy rather than frozen
solid. (BNC: AAF 97)
b. M-position Some women will happily abandon themselves to complete

involvement in the role of ‘mother,” for several years.
(BNC: CCN 1336)
c. E-position Old ladies dabbed their eyes happily. (BNC: BMD 419)

The authors cited above claim and demonstrate that (and to which extent) the position
of an adverb is connected with its semantics, e.g., manner and location adverbs as well
as most adjuncts (the VP-oriented adverbs) are related to the verb, and they favor the
post-verbal or end E-position (inside the VP), as illustrated in (24).

(24) a. He took smoke into his lungs and exhaled slowly. (BNC: BN1 1022)
b. You can see it right here.

Disjuncts / Clause-oriented adverbs are connected to the VP more loosely and therefore
are generally quite free with respect to their positions. See for example the position of
the adverb however below, where its semantics is not much different in initial, middle
or final position.

(25) a. However, this cover version . . . is really very good indeed. (BNC: CK5 2736)
b. It is not, however, generally known . . . (BNC: BM9 287)
c. It was still only relatively light damage, however. (BNC: A67 591)

Apart from the three basic positions mentioned in (23), Quirk et al. (1995, 490) subdivide
the medial (M) position into four sub-types given in (26) and exemplified in (27).1°

(26) a. M: between the operator (including the covert do) and the rest of the VP
b. iM: initial medial position: immediately following the subject
c. mM: medial medial position: after the Mod+Aux
d. eM: end medial position: after the last Mod / Aux, preceding the lexical V

10. Quirk et al. (1995, 499) also subdivide the end E-position with more specific examples like:
i.  She placed the book offhandedly on the table.
ii. He said suddenly that he had earlier lost his temper.
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(27) a. M-position: I must really see her on Friday.
We (do) really know him quite well.
b. iM-position: He really didn’t know anything about your situation.
She really is a bright student.
c. mM-position: The book must have really been placed in the wrong bookcase.
d. eM-position: The book must have been really placed in the wrong bookcase.

Their terminology betrays a kind of recognition that the immediate post-operator
position is somehow the most basic M position. (In most generative treatments, in fact,
this position is the ‘left edge’ of the English VP.)

Recall that Quirk et al. classify never as an indefinite frequency adverb (Section 3).
Concerning this class, Quirk et al. (1985, 495) write that they can co-occur with each
other in more complex hierarchical relationships.!!

(28) a. Normally, committee meetings are held infrequently.
b. I have rarely knocked on his door a few times.

To conclude this section, it appears that there is hardly any position in an English
sentence where (some) adverbs would be excluded entirely, or where all adverbs would
be permitted. The variety of distributions of adverbs can therefore hardly be used as an
argument for a claim excluding either never or not from this category.

5.1 THE POSITIONS OF NEVER

The English negative adverb never stands most frequently between the first Mod / Aux
and the rest of the VP, i.e, in the M-position. In a search of corpora for data, out of
forty-six analyzed examples, never occurred in the M-position in forty-four cases, some
of which are demonstrated in (29). The example in (29c) suggests that never can also
precede the covert auxiliary do, i.e., it plausibly can also appear in the iM position as
defined in (27) above.

(29) M-positions of never
a. I have never been so scared in my life.(BNC: CAH 273)
b. I never thought I had a chance. (BNC: EFG 2236)
c. Inever did go out without my insect repellent and waterproof sunblock.
(BNC: ASV 2652)

11. The adverbs in example (28) belong to the group of adverbs of indefinite frequency, along with never
(Section 3). According to the hierarchy given in (10), the first one, normally, belongs to the subdivision
(a), i.e., to adverbs of usual occurrence. The second adverb, infrequently, belongs to group (d), adverbs
of low or zero frequency, which means that the first mentioned adverb lies higher in the potential
hierarchy than the second one.
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Looking at the total numbers, never occurs in 53,182 entries in the BNC. Out of this
amount never occurs in eM position in only thirteen instances, eleven of which were in
the collocation would+have+never. Some of the few overt examples with never in the iM
position are reproduced below in (30a). For contrast, some of its mM and eM positions
are given in (30b/ c).

(30) xM-positions of never

a. iM-position:
Saving the world will not be cheap, but, security never has been cheap.
(BNC: AB6 1298)

b. mM-position:
Such stories would have never been published in the United Kingdom,
for instance, where public officials can hide behind punitive laws of libel
and press freedom is less assiduously protected. (BNC: EAY 359)

c. eM-position:
And without that, I would have never gotten to live the adventure
of the past twelve months. (BNC: ECU 174)

Never and other negative adverbs (nowhere, hardly) can also be placed into initial
I-position, and in this position they are among the few adverbs that cause verbs to
invert.!?

(31) I-position of never!'®
a. Never has the burden of choice been so heavy. (BNC: BNF 758)
b. Never was I totally shocked in my voice. (BNC: KBE 2518)

In some rare examples never was placed also in final / end E position, though most often
this is a part of some fixed collocation.

(32) E-position of never
a. Better late than never. (BNC: B7G 2272)
b. His eyes rested on her, and Folly knew that it was now or never. (BNC: H8S 3168)

The distribution of never demonstrated in this sub-section seems to confirm an analysis
taking never for a relatively standard clause-oriented, one-word temporal adverb
expressing indefinite frequency.

12. The presence / absence of inversion in the above examples is related to the scope of the fronted negative
element. While the fronted phrase [ppin not many years] in example (i) below (adapted from Klima 1964)
introduces a clausal negation, the lack of inversion in (ii) allows interpretation of never only as a partial
negation. (The scope of negation is signaled by a tag question.)

i.  In not many years will Christmas fall on Sunday, (will it?) (=it rarely does; clausal negation)
ii. In not many years Christmas will fall on Sunday, (won’t it?) (=soon it will; partial negation)

13. Sinclair (1990, 211) points out that never can also be found at the beginning of a clause in imperative

structures which have no overt subject: Never make the same mistake twice.
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5.2 THE POSITION OF NOT

With respect to its position in a clause, not can also be ranked among VP-oriented
elements that often occur in central / middle position. Again consulting corpus data,
Spurna (2011) states that she found 456,080 entries of not in the BNC. Looking at
examples with the clausal scope of not, only eight examples were found in the eM
position — mostly in the formal would + have + not as below. No examples were found
in the mM or iM positions and none were found in the initial I-position either.

(33) Violet would have not believed. (BNC: BNC 1688)

The initial I-position demonstrated in (31) for never is excluded for not and for -n’t,
unless it is contracted and fused with Mod / Aux in a negative question as in (34c) or
when not is a pre-determiner forming a negative subject NP (e.g., not all, not every . . .,
not everybody, not much, not many, etc.) as in (34d).

o

(34) a. Has she not helped you?

?? Has not she helped you?

Hasn’t she helped you?

Not every thane had been left behind to act as a watchdog. (BNC: HRC 1516)

o o

To distinguish partial from clausal negation, the bound morpheme -n’t can be used
instead of not. The contrasting examples (35a) and (35b) demonstrate that the bound
morpheme -n’t cannot be used for phrasal negation; it serves exclusively as the signal
of clausal scope.

(35) a. I("not) have (not) been (?not) speaking (*not) English (*not).
b. I(*n’t) have (n’t) been (*n’t) speaking (*n’t) English (*n’t).

The examples in this section demonstrate that to get a clausal scope, not/n’t must
be placed in the M-position. This distribution makes it fully comparable with the
distribution of the adverb never discussed in Section 5.1.

5.3 A NOTE ABOUT PARTICLES

In all standard grammar manuals never is with no hesitation ranked among adverbs, either
with indefinite (zero) frequency time adverbs, or alternatively among downtoners and
minimizers. As for not, it cannot so easily be ranked among prototypical adverbs, given
its non-lexical meaning. The authors avoid classification of not when discussing standard
parts of speech and do not commit themselves to any choice, using various terms like
negator or particle. These terms signal that the authors are indicating the specificity of not,
which (compared with never) cannot stand in separation and is only ‘functional, i.e., lacks
‘full meaning. However, as mentioned already, other parts of speech/ categories often
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contain both lexical and non-lexical expressions, and therefore synsemantic characteristics
should not prevent placement of never and not in the same category.

As for the classification as ‘particle’ — this category is used in some languages as one
of the individual separate word categories. For example in Czech traditional linguistics,
the category of Particles has been introduced into a standard list of parts of speech even
in basic school education, and at a more scientific level it is described in detail in, e.g.,
Nekula (1996) or Grepl (1989). A close look at the lexical entries listed as particles, shows
that such authors include all non-inflecting words with the exception of those which
can be classified as adverbs, prepositions, conjunctions or interjections. In the category
of Czech particles, moreover, there are specific labels for as many as ten sub-groups
of particles (some including even more detailed divisions). The authors admit that the
category of particles is highly varied, and the sub-groups simply list elements that lack
bound morphology and therefore are not easy to classify in some more standard way.

In the English tradition, David Crystal in his encyclopedia defines particles as
“Words [that] sit uneasily at the boundary between morphology and syntax,” and in
another definition he explicitly gives not as a candidate for a particle status: “Particle
(gram.): an invariable word with a grammatical function” (Crystal 1987, 427).

I therefore conclude that the category of ‘particles’ is a mere label with little if any
content. It does not provide much information about the properties of its members,
apart from the information that they are ‘problematic/non-matching’ members of
other classes. In this sense, the English negator not is undoubtedly a good member
of the ‘particle’ category as well.'

6. THE SIGMA PROJECTION

In a generative framework the categorial label is theoretically very important, but the
variety of labels is much larger than in traditional linguistics. Various authors seem
to introduce new labels related to many traditional categorial features, e.g., gender,
number, etc., as well as labels not used before, e.g., CP, Specifier, DP, I and IP, AGR,
FocP, etc. The list of generative categorial labels is still open at the moment, awaiting
some more radical reformulation. The most recent general system of categories appears
in Abney (1987), who adds to Chomsky’s lexical features [+V] and [+N] a ‘functional
feature’ [+F] which expresses the distinction between closely related functional and
lexical expressions. This system would integrate most adverbs together with adjectives
into a class ‘A’ (of modifiers).

Given the properties of never and not already discussed, it can be concluded that
never and not belong to the same class (most likely A) with respect to their [+V] and

14. The discussion in Section 5.3 may sound as if the author prefers the label ‘adverb’ to the label ‘particle’
This is incorrect. The author believes that a traditional category of adverbs shares all the faults and
weaknesses of the category of particles, i.e., they both lack clear defining criteria. The elements ranked
among adverbs can better be re-distributed into other categories. Further discussion, however, would
lead beyond the scope of this paper, which concentrates on constituents’ distributional characteristics,
not their labels.
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[+N] features. Moreover, never can be characterized by a [-F] feature, which gives
it non-functional (lexical) properties, while not is [+F], i.e., a functional (non-lexical)
category otherwise of the same nature as never. Using the [+F] feature seems to be
not much different from the traditional labels, lexical vs. non-lexical. In the generative
framework, however, the functional characteristics are typical of so called ‘functional
heads’, which since the 1990s have been at the center of linguistic research. These
include generally accepted categories like INFL/ I/ T (= Tense and Agreement) related
to verbal finiteness, and D, used for the referential head Determiner of extended
nominal projections.

Apart from a categorial label, a generative description would require a more
precise analysis of the position of an element in a tree (i.e., its function in a
hierarchical structure), which is important for both its distributional properties and its
interpretation. In English, structural hierarchy can to a great extent be derived from the
linear order, and as for clausal Negation (e.g., both never and not), its standard position
is (as demonstrated in the preceding section) between the first Aux and the Verb. This
position, paired with V (Verb), has been a central aspect of generative clause structure
since Chomsky (1957), and has been relabeled as INFL, I and T as time has passed.

The position of clausal negation, crucially separating I(NFL) /T from the lexical V
and VP, dates from Emonds (1978), and since then the more detailed analysis of Pollock
(1989), has been widely accepted. It is used as a diagnostic for the position of verbal
elements across languages.

In her 1990 PhD dissertation Itziar Laka introduced a special verbal functional head
related to clausal polarity. She labeled this head Sigma: (¥) and located it precisely
between the functional head I(INFL)/T and V projection(s), i.e., exactly in the M
position of Quirk et al. (26a). Laka claims that the ¥ head has both positive and
negative instantiations. The positive entry in English is represented by a zero morpheme
following a stressed do, or so/too in, e.g., (36a), and the negative entry is represented in
English by not in the example (36b).

(36) a. Positive XP: John did [xp ©@/so/too + [yp read the book]].
b. Negative XP: John did [xp not + [yp read the book]].

6.1 THE RELATION OF 2P TO NEGATIVE ADVERBS

Since Laka’s work, quite a bit of literature has discussed the cross-language position
of the ¥ head in more or less analytic clausal projections. (Here I will use Laka’s label
Sigma: X to stand for the Neg/ negation / value of the polarity head.) These studies have
confirmed that the head of the X projection in English is not (in, e.g., Italian it is non, in
French ne, etc.'®). The negative (temporal) adverbs, on the other hand, like the English

15. For example, Belletti (1994) discusses examples like those below to argue that the French negative
adverb pas and Italian piz signal the presence of a polarity phrase NegP above VP. Her examples in i-iii
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never, have been argued to occupy the phrasal position on the left side of P that is
related to the X head, i.e., SPEC(ZP). Thus, both the English never and not belong to the
same projection XP, and they can both take scope over the same clausal domain, since
>P is structurally related to it in the same way.

A schematic tree is given below in (37) using the label T for the clausal
head I(NFL)/T. The proposed structure correctly predicts that never located in the
SPEC(ZP) - i.e., a phrasal position) — has some phrasal properties as demonstrated
in (21) (almost never, hardly never, nearly never) while not (located in ° - ie., a

head position) will have no phrasal properties - i.e., it will show ‘bare constituent’
characteristics. The tree in (37) also predicts that never and not will have distinct
domains for dislocations/ transformational movements.

A transformational head movement is restricted to moving a bare head, and is
attested in (37¢), with a bound morpheme -n’t. In (37¢) the bound morpheme -n’t moves
together with the Aux/Mod won’t from a head position in T into a higher head position
in C, respecting Travis’s (1984) Head Movement Constraint in the same way as the head
will does in (37d).1¢

A plausible example of phrasal XP Movement is demonstrated by the fronting of
never as in (31) into Quirk’s Initial (I) Position. In (37g) this movement is interpreted as a
movement from SPEC(2P) to SPEC(CP); notice that it is the same kind of transformation
as, e.g., phrasal Wh-Movement in (37f).

The tree in (37) also explains the distinct behavior of never and not with respect to
verbal morphology. Recall that (1) demonstrated the Intervention Effect: with respect
to agreement (and tense) inflection, the adverb never does not block the English -s
inflection on a following Verb. On the other hand the negator not is a barrier for
morphology (it blocks ‘affix hopping’). This distinction between not and never can
be explained using the structure in (37) and assuming the rather traditional and
non-controversial claim that agreement inflection is restricted to domains defined by
movement between adjacent overt heads.'”

The distinction between not and never with respect to morphology can also be
explained by assuming agreement inflection (and tense) to be operators akin to polarity.
The different interactions between inflection and never/not can then be predicted by

show Neg with respect to the Romance Verb raised to AUX, and in iv-v Neg with respect to the AUX.

i.  Fr: Jean n’aime pas (*(ne) pas aime) Marie. iv. Jean n’a pas parlé (*pas).
ii. It: Gianni non (*piit) parla pii. v. Gianni non ha pi parlato (pii).
iii. John likes (*not) Mary. vi. John (*not) has not spoken (*not).

16. Standard English does not allow the SPEC and Head of P to both be pronounced, unlike French and
Italian. Non-standard English, on the other hand, allows stigmatized “double negatives”: John won’t
never write a letter.

17. In his early minimalist papers Chomsky (1991; 1993) argues that the English AUXs (have, be, and
modals) are Vs that can and do raise into INFL=T, because they lack semantic ‘theta grids. The finite
morphology on other verbs is then a result of I-to-V “lowering” in Phonological Form. Subsequently,
[V+mneL]-to-I movement was proposed as needed at Logical Form, but requiring a less economical two-
step derivation (lowering and then raising) for English main verbs. When the presence of an intervening
negative element (a head!) excludes these movements, do-insertion is introduced as an English specific
rescue mechanism (the most costly “last resort”).
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37)
SPEC(C)
CO/\
SPEC(T)
TO/\
SPEC(=P)
>0 v*P

a. He will never write any letter.
b. He will not write . . .

C. : He wo-n't ——— (not) write . . .

d. Will he (will) not write . . .

e. Wo-n't he (wo-r’t) (not) write . . .

f.  What will he not write . . . (what)
g. Never  will he (rever) write . . .

\_/

Rizzi’s (1991) Relativised Minimality, schematically represented in (38).!® The examples
(38a/b) show how a potential governor of the “same nature” (here a Negative operator
[z not]) blocks the movement (the “Agree relation”) of the person/number feature
between John and come-s.*®

18. Revised Minimality is a ‘revised’ version of the Head Movement Constraint introduced in Travis
(1984) — the HMC restricted head movement to only an immediately c-commanding head. Rizzi added
the notion that movement is blocked only by the intervention of a specific (relevant) type of constituent.
The position of not in the tree qualifies as both kinds of intervention, and is thus able to block a relation
between T and v* in (37). But never, being in the SPEC position, apparently does not intervene.

19. An alternative view can be found in, e.g., Ouhalla (1991), which claims that English modals and/ or
AUXs form a separate category which is base-generated above NEG.
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38 [...X[... @ ...[... Y...],where Y and Z are operators of the same type.

a. “John [sp - - [ not/so][come-s late]].
b. John [sp never/always [sd][come-s late]].

A final confirmation of the head characteristics of not (contrary to never) can be seen
in the fact that not cannot stand in separation from a clause, as demonstrated already
n (11)—(13) and repeated below for convenience.

(39) A: Will you help him?
B: — Yes/No! /
— *Not. /Never!

6.2 IF A HEAD, WHEN AND WHY DOESN’T NOT PROJECT?

The quite standard tree in (37), however, does not capture one important property
of both never and not, namely the subordinate characteristics of both never and not
with respect to most elements they modify in constituent negation. This property was
mentioned in Section 1 regarding (3) and Section 4.2 regarding (20). The examples in (40)
illustrate the same property for conjoined nominal complexes (DPs). They demonstrate
that the negated phrase can be conjoined with a non-negated one in the same way as
two non-negated DPs can be conjoined.

(40) a. Ilove [pp the red rose] (and) [pp> [ not] the white rose].
b. [pp Our dear Emma] and [pp, [% not | Mary’s little brother] will get a present.
c. You will see [pp our little Emma] and [pp; [2 not] their little Eva].

If not were a standard head 3, the constituents starting with not in (40) would have
to be its projections, i.e., not-phrases (XPs) as in the schematic (42a) below. In general,
however, conjoined constituents must bear the same label, and the examples in (40)
therefore contradict the claim that not is a head.

Moreover, consider the selectional properties of the verbs love/see in (40a/c).
They both plausibly select DP, and yet a negated constituent is able to satisfy this
subcategorization. The same phenomenon is demonstrated in (41a), where the verb
drive subcategorizes for PP, and in (41b), where [yp not stop . . ] is fine as a VP in
the “Exceptional Case Marking” structure following saw her + Infinitive.

20. This is the main criterion which makes not distinct from never in Leonard Bloomfield’s tests of word
identification: minimal free form, potential pause, indivisibility, phonetic boundary and semantic unit.
According to these tests, never unambiguously and not only partially can be taken for words (“the
smallest units of speech that can meaningfully stand on their own”). For more on these tests, see Crystal
(1987, 94).
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(41) a. Hedrove + [pp [z not ] up many hills].
b. He saw her + [|nr [5 not] stop in front of the house].

If not were in every way a head %, the constituents starting with not in (41) would have
to be its projections, i.e., not-phrases (XPs) as in (42a). The data instead suggest that here
as well, the item not does not change the constituent label of the phrases it precedes.
Instead of heading the structure, it somehow ‘modifies’ the phrases it adjoins to. The
structure for (40b) is therefore not as in (42a) but as in (42b).

(42) a. >P
/\
>0 DP
A
SPEC(D) D’
/\
D° NP
/\
not Mary s little brother
b.

A

>P
SPEC(D)
never/not Mary s little brother

I conclude that the (negative) polarity head ¥ (like any other operator) is canonically
merged as a head only in a clausal domain as in (37). As a head, it then projects, and the
>P is therefore in a standard clausal projection.
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In constituent negation as in (40), however, X is adjoined (i.e., as 2P by definition)
and then has a relevant scope in its c-commanded domain. The XP in (42b) can contain
either never in its specifier or not in its head position — what is important is that neither
of them can change the label (here DP) of the constituent to which they adjoin.

6.3 LATE INSERTED HEADS CANNOT PROJECT

In comparing never and not in the above sections, I did not state any distinct properties
for never and not that depend on whether they are used in clausal or partial negation. In
fact, however, with respect to complexity, the phrasal vs. head-like distinction between
never and not can be found in both partial and clausal negation structures. This is not an
expected result, given that the adjoined 2P in (42b) should be able to project to a more
complex phrase. As for the absence of any complements of ¥ = not in (42b), one may
refer to a more generally attested, though not fully understood, ‘Left Branch Constraint’
(Ross 1967) that excludes post-modifying complements of modifiers/adjunct APs on
the left branch of non-clausal projections. However, the absence of a possible SPEC(Z)
in (42b) seems unrelated to any previously investigated more general principle.

I propose that the head-like characteristics of not in clausal negation structures
can be explained by the level that this lexical item is inserted into the tree structure.
In the framework of Emonds’s (2000, ch. 3-4) Distributed Morphology, a full-fledged
lexical ‘adverb’ never is expected to be a part of the structure from the beginning of a
derivational cycle. Its early insertion directly from the primary numeration is shown
by its ability both to be used in isolation and to express focus/ contrastive stress.

But, contrary to never, the ‘functional negator’ not lacks purely semantic features
and hence enters its projection late in a derivational cycle. Nonetheless, the insertion of
not still precedes the insertion in phonology of inflectional morphemes like agreement
or tens. This ordering, insertion of not and then agreement, is what causes the
intervention effect observed in (1) and described in Section 1.

I thus propose that a head such as not, which is absent at the beginning of the
derivation, cannot project into its own phrasal constituent XP - i.e., it cannot take its
own specifiers / complements. It may well share these properties, for the same reason,
with focus particles such as even and only mentioned at the end of Section 1. In this
way, inserted at the end of a syntactic derivational cycle, the ¥ not acts at the same
time like both a minimal and a maximal projection.

According to Emonds (2000, ch. 4), a late level of insertion is typical for all non-
lexical functional elements, thus distinguishing between derivational (usually lexical)
and inflectional morphemes in a rather systematic way. This theory predicts most of
the specific syntactic behavior of the functional elements as well as their characteristic
impoverished semantics.

The claim introduced here, i.e., the claim that the late inserted heads cannot project
and therefore will show properties of both minimal and maximal projections, seems to
follow from Emonds’s framework with no special stipulations. It could, in fact, explain
several still open though seemingly unrelated problems—the similar specificity of clitic
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elements, restricted forms of possessive pronoun projections (Veselovska 1998), and so
on.?! I will leave further investigation of this idea for subsequent research.

In this paper I have tried to show that most of the specific characteristics of the
two English lexical entries, never and not, can be related (i) to independent and very
general properties of generative projection rules, as instantiated in the tree structure in
(37), and (ii) to no less general morpho-syntactic principles of lexical insertion. Such an
analysis supports a view of language-specific linguistic data as systematically revealing
underlying universal structures realized through language-specific lexical entries.
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ABSTRACT: This paper deals with certain aspects of syntax-sensitivity in manner of locomotion
verbs in English. Verbs of manner of locomotion do not behave uniformly, in spite of their allegedly
identical conceptual status. The paper demonstrates that differences between manner of locomotion
verbs are not merely a matter of perceptual domain but manifest themselves at a conceptual level.
Related to this is the fact that semantic distinctions among manner of locomotion verbs result in
differences in their syntactic behaviour (distinctions induced by diathesis alternations thus help
to provide insights into verbal meaning). What also plays a role in determining the types of verbs
admitted into certain types of syntactic constructions are the types of event structuration encoded
in the constructions themselves. An account of the syntactic behaviour of manner of locomotion
verbs must also appeal to encyclopaedic knowledge (the knowledge of the situational background
in which the movement is set).

KeywoRDs: verbal semantics; syntactic structures; conceptual structure; spatial structure; causal
structuration of a motion situation

1. INTRODUCTION

This paper is offered as a contribution to the long-standing discussion of the relation
between syntax and semantics. Its aim is to look more closely into the principled
connections between the semantic structures of manner of locomotion verbs (such as
walk, run, stagger, limp, jog, or totter) and their syntactic behaviour.

In spite of the existence of various theoretical approaches to the syntax-semantics
interface, it is generally acknowledged that verbs’ semantics and the types of syntactic
frames (diathesis alternations) into which different verbs may enter are essentially rule-
governed. Sentence structures are thus taken, to a large extent at least, as predictable
from verbal semantic structures.

2. SYNTAX INSENSITIVITY IN IDIOSYNCRATIC COMPONENTS OF MEANING IN LEVIN AND
RaprprarPorT HovAv’s THEORY

Levin (1985) examined some crucial properties of argument structure alternations and
came to the conclusion that (a) verbs that enter into a given construction fall into
semantically cohesive subclasses and that (b) these subclasses can be defined by a
common set of elements. Levin’s (1993) treatment of syntactic alternations is also
founded on the basic assumption that verbs can be grouped into semantic classes on the
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basis of their compatibility with certain syntactic frames. In the same vein, Levin and
Rappaport Hovav (1995) and Rappaport Hovav and Levin (1998) claim that distinctions
induced by diathesis alternations help to provide insights into verbal meaning.'

In spite of this general agreement, the approach advocated by Levin and Rappaport
Hovav does not treat the relation between verbal semantic structures and a given verb’s
syntactic employability in a satisfactory manner. Rappaport Hovav and Levin hold
that the idiosyncratic components of meaning (which specify the various manners of
locomotion) are not syntax-sensitive, hence they do not decide on the types of syntactic
structures into which a given verb may enter and merely serve to differentiate between
individual members of a certain verbal class. Starting from this assumption, Levin and
Rappaport Hovav claim that the class of manner of locomotion verbs displays a uniform
syntactic behaviour.

Consider the following structures, which involve the allowable types of syntactic
complements and their combinations as adduced in Rappaport Hovav and Levin (1998,
98):

(1) Pat ran.

(2) Pat ran to the beach.

(3) Pat ran herself ragged.

(4) Pat ran her shoes to shreds.

(5) Pat ran clear of the falling rocks.

(6) The coach ran the athletes around the track.

Rappaport Hovav and Levin (1998, 99) claim that the syntactic behaviour of run is
characteristic of all verbs of manner of locomotion. As will be shown later, this claim is
an oversimplification, evidently resulting from the fact that Rappaport Hovav and Levin
only analyze the syntactic behaviour of the verb run and disregard syntactic structures
employing other manner of locomotion verbs.?

3. MANNER OF MOTION AS A PART OF SPATIAL STRUCTURE IN JACKENDOFF S THEORY

Jackendoff (e.g., 1983, 1990, 1996, 2002) holds that the structure of meaning is divided
into “conceptual structure” and “spatial structure.” His theory of conceptual semantics
takes word meaning as composed of what “ordinary language calls concepts, thoughts
or ideas” (1990, 1). Conceptual structure involves phenomena like predicate-argument
structure, category membership, quantification, etc. It is “a hierarchical arrangement

1. In the same vein, Dixon (e.g., 2005) takes into consideration not only the general semantic types of
verbs and the semantic roles associated with them, but also their mapping onto syntactic frames.

2. The fact that Rappaport Hovav and Levin (1998) use run to illustrate the variable behaviour of verbs
of manner of locomotion seems to be underlain by two reasons. First, run displays wide syntactic
employability, which is a reflection of the verb’s remarkable semantic elasticity. Second, run encodes
relatively high speed, which predisposes the verb to be used in constructions implying a higher degree
of “intensity of motion” (on this see Kudrnacova 2010). Interestingly, the increase in speed lexicalized
in run may, as shown by Adam (2010, 29), serve to indicate a gradation of the act in the transitional
track of a sentence in terms of Firbasian dynamic semantics (cf., e.g., Firbas 1992).
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built out of discrete features and functions” (2002, 346). Spatial structure concerns
spatial configurations in the physical world, “the integration over time of the shape,
motion, and layout of objects in space” (2002, 346). Although Jackendoff states explicitly
that the two levels of meaning exhibit a partial overlap (2002, 347), spatial structure is,
primarily, a matter of perceptual system, whereas conceptual structure belongs to the
level of proposition.

In line with this approach, Jackendoff (1990, 45) treats motion situations in sentences
like John ran into the room as cases of subordination of manner under an abstract verb

GO:

Syntactic structure
[s[xp John] [vp ran [pp into [xp the room]]]]

Conceptual structure
[Event GO ([Thing JOHN]: [Path TO ([Place IN ([Thing ROOM])])])]3

In spite of being aware of the difficulties connected with an adequate specification of
the semantic structures of manner of motion verbs, Jackendoff views the differences
between the manner of locomotion verbs walk, limp, jog, strut and shuffle as pertaining to
a strictly spatial domain. He treats these verbs, in conceptual structure, simply as verbs of
locomotion and claims that the verbs “differ only in manner of motion, one of those things
that is extremely awkward to characterize through algebraic features. However, we can
distinguish these words by their appearance (and how they feel in the body)” (2002, 350).
In other words, since the verbs in question are differentiated only by spatial structure,
their differentiation does not play a role in conceptual structure, which is why the verbs
display syntactic parallelism. This interpretation follows from Jackendoff’s contention
that “any semantic distinction that makes a syntactic difference must be encoded in
conceptual structure” (1990, 34). Put another way: grammatical phenomena belong to
the level of conceptual structure — not to the level of spatial structure.

Jackendoff’s conception of “abstract motion,” disregarding semantic features that
differentiate between, say, walk and limp and that have a bearing on their syntactic
behaviour is evidently untenable. If the differences between walk and limp were a
matter of perceptual (spatial) domain only, the two verbs would have to behave in the
same way, which they do not. Consider:

(7)

P

Harry walked. (motion as an activity)
b. Harry limped. (motion as an activity)

(8) a. Harry walked to the door. (directed motion)
b. Harry limped to the door. (directed motion)

3. The verb corresponds to the Event-function GO (this sentence expresses motion). The subject of the
sentence corresponds to the first argument of GO, and the PP corresponds to the second argument (the
Path traversed). The Path function TO takes a Place as its argument. The Place then decomposes into
the Place function IN and a Thing argument expressed by the object of the preposition.
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9) a
b.
(10) a.
b.
(11) a.
b.
C.
(12) a.
b.
(13) a.
b.
(14) a.
b.
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Harry walked clear of the wreckage. (directed motion)
Harry limped clear of the chaparral. (directed motion)

Harry walked the streets of London.

(motion along a path, spatial preposition dropped)
? “Harry limped the streets of London.

(motion along a path, spatial preposition dropped)

Harry walked himself to exhaustion.
(causation of the mover’s change of state)
“Harry limped himself to exhaustion.
(causation of the mover’s change of state)
“Harry limped her to exhaustion.
(causation of the patientive mover’s change of state)

Harry walked his shoes to shreds.

(causation of the object’s change of state through motion)
?*Harry limped his shoes to shreds.

(causation of the object’s change of state through motion)

Harry walked himself to the door.

(causation of the mover’s change of location)
“Harry limped himself to the door.

(causation of the mover’s change of location)

John walked Harry to the door.

(causation of the patientive mover’s change of location)
“John limped Harry to the door.

(causation of the patientive mover’s change of location)*

As can be seen, walk and limp do not behave uniformly, in spite of their allegedly
identical conceptual status (examples 10b and 12b are conceivable, but only under
special circumstances). In actual fact, Jackendoff’s treatment of conceptual structure
and spatial (perceptual) structure inevitably results in the necessity to posit the
differences between manner of locomotion verbs in terms of the differences in their

conceptual structure.

4. A terminological remark is due here. The term “mover” designates an agent as the sole executor of
the movement. The term “patientive mover” designates a secondary agent (more precisely, a causee
induced to move by the causer, who acts as a co-mover) in the direct object position. This participant
thus represents a second energy source (on this see, e.g., Davidse and Geyskens 1998).
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Deane (1996) and Taylor (1996) also observe that the role of visual phenomena
cannot be restricted in the way proposed by Jackendoff. Taylor shows convincingly
that Jackendoff’s position cannot be maintained because an account of the syntactic
behaviour of run and jog (used in the sense “to run slowly for exercise”) must appeal to
encyclopaedic knowledge that “cannot be accommodated by the algebra of conceptual
structure, nor is this knowledge exclusively perceptual in nature” (1996, 3).> In other
words, what also plays a role in determining the syntactic behavior of the verb
is the knowledge of the situational background in which the movement is set. Jog
carries information about the circumstances of the motion situation in that it encodes
information about the purpose of the motion that transcends the motion per se. The
restricted syntactic usability of jog can be illustrated by way of the following examples:®

(15) Harry jogged. (motion as an activity)
(16) Harry jogged around the park. (directed motion)
(17) Harry jogged clear of a man rushing in the opposite direction. (directed motion)

(18) Harry jogged the streets of London for a couple of hours.
(motion along a path, spatial preposition dropped)

(19) a. “Harry jogged himself to exhaustion.
(causation of the mover’s change of state)
b. *Harry jogged her to exhaustion.
(causation of the patientive mover’s change of state)

(20) *Harry jogged his shoes to shreds.
(causation of the object’s change of state through motion)

(21) a. "Harry jogged himself around the park.
(causation of the mover’s change of location)
b. *Harry jogged her around the park.
(causation of the patientive mover’s change of location)

5. Pinker (1989, 103) rightly points out that “subtle semantic distinctions among subclasses of verbs can
result in differences in their syntactic behaviour, often giving the appearance of their being arbitrary
lexical exceptions to alternations”

6. The sentences in (15)-(18) are ambiguous in that jog as used in them may be interpreted as “running
slowly, but not necessarily for exercise” On ambiguity as a natural phenomenon see, e.g., Kozubikova
Sandova (2010, 97).
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4. PERCEPTUAL PARAMETERS IN FABER AND MAIRAL UsON’Ss THEORY

Faber and Mairal Usén (1999) also discuss the role of perceptual information encoded
in the semantics of manner of motion verbs. They rightly point out that semantic and
perceptual parameters may combine to characterize both the movement per se and the
mover. They add, too, that the evaluation is generally negative because the movement
is presented as deviating from the norm (1999, 113). For example, they characterize the
verb limp discussed above as “to walk with difficulty in an uneven way, usually because
one leg/ foot is hurt” (1999, 111).

Although the authors strongly emphasize the role of perceptual information, i.e.,
“the way we process the sensory data received from the outside world” (1999, 109),
they, rather surprisingly, take the parameters of, e.g., the verbs swagger, strut, prance or
parade as “only semantic because they do not significantly affect syntax,” which is the
reason why “it is difficult to differentiate such verbs at a conceptual level” (1999, 114).

In view of the fact that Faber and Mairal Usén do not provide examples of types of
syntactic structure into which the various manner of motion verbs may enter, their
claim that manner of motion does not affect syntax does not rest on solid ground.
Quite symptomatically, when such a description is offered (e.g., in the class of verbs
of possession or verbs of cognition), the authors offer the proposal that “information
about a predicate’s paradigmatic location in the lexicon be integrated into its predicate
frame in order to represent the interface between syntax and semantics” (1999, 142).

5. THE CORRELATION BETWEEN THE VERB’S DESCRIPTIVITY AND THE VERB’S
SYNTACTIC USABILITY IN BOAS’s THEORY

Boas (2006) rightly argues that it is necessary to reconsider the ways in which
verb classes have been defined. Drawing on Snell-Hornby’s (1983) theory of verb
descriptivity (which can be roughly glossed over as the complexity of the verb’s
meaning, involving the nucleus plus one or more modificants) Boas suggests that there
is a correlation between the degree of the verb’s descriptivity and the range of syntactic
constructions into which a verb may enter. For example, walk, as opposed to stagger
or totter, displays the lowest degree of descriptivity, which explains its wide syntactic
employability. According to Boas, totter displays a higher degree of descriptivity than
stagger.

Although Boas’s observation concerning the relationship between the verb’s
descriptivity and its syntactic usability is essentially correct, a question still remains
as to how to account for the fact that both stagger and totter display the same syntactic
behaviour in spite of the fact that they are claimed to encode different degrees of verb
descriptivity.” Consider the following examples adduced by Boas (2006, 143):

7. In this connection it is perhaps not without interest to mention that in Faber and Mairal Us6n
(1999, 113) the verbs stagger and totter are described as involving the same parameters, namely,
“weakness / drunkenness” and “lack of uprightness”
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(22) Gerry walked (/ staggered/ tottered).
(23) Gerry walked (/staggered /tottered) down the street.
(24) a. Julia walked the town.

b. *Julia staggered the town.
c. “Julia tottered the town.

(25) a. Cathy walked herself to exhaustion.
b. *Cathy staggered herself to exhaustion.
c. *Cathy tottered herself to exhaustion.
(26) a. Claire walked the dog down the street.
b. *Claire staggered the dog down the street.
c. *Claire tottered the dog down the street.

6. CONCLUSIONS: VERBAL SEMANTICS IN RELATION TO TYPES OF CAUSAL PATTERNING
OF MOTION SITUATIONS

The facts adduced thus far show, hopefully convincingly, that syntactic constructions
that explicitly encode a causative patterning of the motion situation are generally barred
for verbs that bear reference to additional, modifying features (be it physical features
and/ or features that refer to the self of the mover or to the self of the patientive mover)
or features that bear reference to the circumstances accompanying the movement (this
issue is dealt with in, e.g., Boas 2003, Boas 2006, Filipovi¢ 2007, and Kudrnacova 2008).
This is the case of constructions in which (a) both the subject position and the direct
object position is taken up by an executor of the movement (by the mover), or in which
(b) the subject position is taken up by an executor of the movement (by the mover)
and the direct object position is taken up by a patientive mover (a second mover), or
in which (c) the subject position is taken up by an executor of the movement (by the
mover) and the direct object position is taken up by an object that changes its state.
These structures designate:

a) the causation of the mover’s change of state through motion (examples 11b, 19a, 25b,
25¢)

b) the causation of the patientive mover’s change of state through motion (examples
11c, 19b)

c) the causation of the object’s change of state through motion (examples 12b, 20)

d) the causation of the mover’s change of location (examples 13b, 21a)

e) the causation of the patientive mover’s change of location (examples 14b, 21b, 26b,
26¢).
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An explanation of the verb-sensitivity of these constructions should most probably be
sought in total object inclusion (see Anderson 1971). In concrete terms, total object
inclusion requires that the direct object position be reserved for participants that are
included in the event “in their entirety.” This fact has important ramifications for verbal
semantics: all aspects of the movement must fall under the scope of the operation of
the participant in the direct object position (which is not the case in verbs like stagger,
totter or limp).

There are, however, other aspects of meaning that decide on the verb’s employability
in the constructions in question (e.g., the verb jog lexicalizes the position of the
movement in the overall situational frame).

There is yet another type of construction which is verb-sensitive, namely, the
construction in which the path traversed is expressed by means of the prepositionless
noun phrase (i.e., the noun phrase in the direct object position). This is the case in
examples (10b), (24b) and (24c). At this stage of my research I am not yet in a position
to provide an explanation for this phenomenon.?

By way of conclusion, it can be stated that it is necessary to have a closer look not
only at verbal semantics in relation to types of syntactic constructions but also at the
type of event structuration encoded in the constructions themselves.
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ABSTRACT: This article attempts to provide a theoretical explanation that could account for case
variability and asymmetries in the case assignment of pronouns in coordinate constructions. The
analysis also deals with the case assigning properties of the coordinator and. A cross-linguistic
perspective (Czech-English) is provided to show differences between coordinators having case
assigning properties and those lacking them. This comparative analysis leads to the conclusion
that the English coordinator and cannot be the case assigner. Therefore, coordinated pronominal
subjects have no case assigner available from the inside. As a result, they are case-marked by default
case.

KeYwoRDS: coordinate constructions; default case; subjective pronoun forms; objective pronoun
forms; agreement; government; coordinators; case assignment; the coordinate structure constraint

1. INTRODUCTION

Coordinate constructions represent one of the environments in which the usage of
pronominal forms in English displays a wide range of case variation. This variability
involves a mixture of standard and nonstandard patterns, as outlined in the following
examples, taken from the Corpus of Contemporary American English (Davies 2008-).
Example (1) demonstrates the standard use of coordinated pronoun subjects. Example
(2) illustrates a non-standard pattern consisting of two objective forms functioning as
subjects. Finally, examples (3) and (4) show a combination of standard (subjective) and
non-standard (objective) forms fulfilling the function of coordinated subjects.

(1) [h]e and she remain friendly because he knows there’s a possibility.
(COCA, SPOK, ABC_GMA, 1998)

(2) It basically talked about when her and him would talk online.
(COCA, SPOK, Ind_Oprah, 2006)

(3) The rich can always hire us to kill each other, which they and us have done plenty
and with brutal, dumb glee. (COCA, SPOK, NPR_ATC, 1999)

(4) Iwas actually with Kevin on that trip. Him and I planned a trip to go to Sudan.
(COCA, SPOK, NPR_Talk Nation, 2000)

The central questions that arise are why objective pronominal forms occur in coordinate
phrases functioning as subjects and which mechanism marks them as objective. This
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article will attempt to provide a theoretical explanation that could account for this
linguistic phenomenon. At the same time, it will deal with the case assigning properties
of the coordinator and, refuting the idea that this conjunction can be the source of case
marking. Finally, it will conclude that coordinated pronoun subjects are best described
as case-marked by the default case.

2. THE OVERVIEW OF CASE ASSIGNING MECHANISMS

Before attempting to determine which case assigning mechanisms are applied to
produce the highly variable case patterns, demonstrated in (1)—-(4), it is necessary to
mention that the two case marking processes that result in nominative and accusative
forms are agreement and government respectively.! The first mechanism involves
assignment of the nominative to an external argument (i.e., subject) by a functional
head such as finiteness (Bobaljik and Wurmbrand 2009, 50). This is demonstrated in the
following example (5) where the pronominal form he receives the nominative form by
agreeing with a finite verb (or with its component of finiteness, i.e., -s, as differentiated
in formal approaches).

(5) He talk-s too much.
NOM FIN

The second aforementioned mechanism, i.e., government, is a process in which the case
assigner is a lexical head such as a lexical verb or a preposition, assigning case to an
adjacent (following) argument (Bobaljik and Wurmbrand 2009, 50). This case assigning
strategy, generally applied to objects and objects of prepositions, is demonstrated in
example (6) where the pronoun form him is marked as objective by the lexical verb told.

(6) ...Itold him that, if you have many women, you're going to have problem
(COCA, SPOK, NBC_Dateline, 2010)

The application of the first mechanism to the environment of coordinate phrases
sufficiently explains the standard usage of pronouns in (1). The finite verb agrees with
the entire coordinated phrase functioning as subject and marks it as subjective. In other
words, the case marking process of coordinated subject pronouns occurs identically as
with any other subjective pronoun forms in any other environment.

However, complications arise in non-standard usages of coordinated pronominal
subjects, shown in (2)-(4), where both conjuncts are marked as objective, as in (2), or
where only one of them gets case by agreement and the other is marked as objective
(examples 3—4). Obviously, in such situations, objective forms cannot be the outcomes

1. The list of case marking processes that result in nominative and accusative forms is not limited to
agreement and government. However, for the purpose of this article, it is satisfactory not to take into
account the other mechanisms.
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of government because the conditions for its application are not fulfilled. Pronouns do
not occur in a structural position appropriate for receiving case from the lexical verb
because they do not follow it. Therefore, the objective case must come from a different
source. The following section attempts to outline which candidates for potential case
assigners are (or are not) available.

3. ForRMAL MARKERS OF COORDINATION
3.1 COORDINATORS AND QUASICOORDINATORS

There have been several suggestions that the best candidate for the case assigner in
coordinates such as (2)—(3) is the coordinator and. One of them comes from Fillmore
(1968, 81-83) who states that there are parallels between the conjunctor and and the
comitative preposition with. Fillmore goes on to demonstrate that there are languages,
like Japanese, that have one postposition having a comitative function, as well as
functioning as a coordinator. These two functions are differentiated by the placement of
the postposition within the noun phrase. While the coordinator to follows all conjuncts
but the last one, the comitative to is attached to the final conjunct, expressing the case
role of the whole coordinate phrase (Fillmore 1968, 81), as shown in example (7) below.

(7) Tanaka-san to Hashimoto-san ga kimashita. (coordinate)
Mr. Tanaka and Mr. Hashimoto came.

Hashimoto-san ga Tanaka-san to hanashimashita  (comitative)
Mr. Hashimoto spoke with Mr. Tanaka.
(Fillmore 1968, 81)

Subsequently, Fillmore uses this cross-linguistic evidence to make generalizations about
case marking in coordinate constructions. He states that languages not having a
generalized coordinator compensate for this lack by using a case marker, as in Japanese
in (7). On the other hand, in those languages “which have a generalized conjunctor,
this word replaces the case marker, in the way that and replaces with under certain
conditions” (Fillmore 1968, 82). Then, he puts it directly and establishes the relationship
between coordinate uses and comitative uses of noun phrases (NPs), assuming that the
first evolved from the latter (Fillmore 1968, 83).

Also, Haspelmath (2004) suggests there is a fuzzy line between coordinators and
comitative prepositions. Coordinators commonly evolve from prepositions and they
retain their case-assigning properties. This may be clearly illustrated by the Czech
preposition-derived coordinator s (with) and the English quasicoordinator with. They
both function as case assigners and mark the following conjunct as instrumental (in
Czech) or as objective (in English). As a result, conjuncts in such coordinations are
assigned case from two different sources — from the coordinator and from the finite
verb, which is located outside the coordinate phrases and marks the first conjunct as
subjective.



68 THEORIES AND PRACTICES

This is demonstrated in examples (8)—(9). In (8), the noun matka (mother) is assigned
case by agreement with the finite verb $la. The second conjunct, the noun otcem, gets
the instrumental case through government by the preposition-derived coordinator s.
Therefore, two case assignment mechanisms are employed, resulting in two different
case forms.

(8) Matka s otcem sla/sli do kina. (Czech)
Mother-NOM-SG with father-INSTR-SG went-SG/ PL to cinema
“Mother and father went to cinema.”

A similar case assignment situation occurs in English coordinations involving the
quasicoordinator with. Again, two case assigning strategies are at play, the first one
marking one conjunct as subjective, the other as objective, as in example (9).

(9) The President, together with his advisors, is/ ?are preparing a statement on the crisis.
He/ *him them/ *they? (adopted from Quirk et al. 1985, 761)°

Similarities also occur in agreement. In both examples (8)-(9), the finite verb shows
fluctuation of the singular and plural forms. This alternation may be linked with the
gradient status of s and with. When the finite verb is singular, it agrees only with the
first conjunct in which case s and with behave more like prepositions than coordinators.
However, if the finite verb is plural, it agrees with the whole coordinate phrase and
the syntactic behavior of s and with is reminiscent of the coordinators a or and (see
examples 10-11).

The other set of coordinators subject to a minor analysis includes and and the
Czech equivalent a. Similarities are exhibited in agreement with the verb. Coordinations
involving them occur with verbs marked for plural, as shown in examples (10)-(11).

(10) Tom and his friends are/ *is going on a trip to Italy.

(11) Matka a otec $li/ * $la do kina.

However, differences are reflected in their case-assigning properties. As demonstrated
in (2)-(4), case differences are neutralized in this particular environment (Wales 1996,
107). In Czech, on the other hand, no case fluctuation is allowed and the only available
case form is represented by the nominative (12).

2. No instances of with followed by the subjective form were found in COCA.

3. Quirk et al. (1985, 761) state that “grammatical concord requires a singular verb if the first noun phrase
is in singular”; however; “occasionally the principle of notional concord (sometimes combined with
the proximity principle) prompts the plural, especially in loosely expressed speech”
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(12) Matka/*G, "D, *Ac, *Loc, "I a otec/ * G, *D, *Ac, *Loc, *I §li do kina

The following table briefly summarizes characteristic properties of the above-discussed
coordinators.

TABLE 1: AN OVERVIEW OF SELECTED FORMAL MARKERS OF COORDINATION

COORDINATORS CASE-ASSIGNING AGREEMENT WITH THE
PROPERTIES VERB

A No Plural

AND ? Plural

S Yes Singular / Plural

WiTH Yes Singular / Plural

Table 1 illustrates a range of formal markers of coordination. On one end, there are
quasicoordinators, like the English with and Czech s, fulfilling coordinate uses but
sharing some properties with prepositions (such as case assignment). Their gradient
status is reflected in fluctuation in number-marking on the finite verb. Then, there are
full-fledged coordinators, like the Czech a, marking the syntactic-semantic symmetries
between both conjuncts of coordinations. This symmetric relation is reflected in
agreement, and the verb obligatorily agrees with the whole coordinated phrase.

At this point, it needs to be determined which position within this range of formal
markers of coordination is occupied by the English and. More specifically, the question
is whether and shares case assigning properties with preposition-derived coordinators
or not. This will be dealt with in greater detail in the following section.

3.2 AND As A CASE ASSIGNER

Assuming there is a fuzzy line between coordinators and comitative prepositions
(Fillmore 1968; Haspelmath 2004), it may seem legitimate to attribute case assigning
properties to and. This hypothesis would gently resolve the usage of objective forms in
the pattern XP + and + objective (as in 3, repeated below in 13). In other words, the final
conjunct us could be assigned the case by the coordinator and, which would act in the
same way as the comitative preposition with (see example 9).

(13) The rich can always hire us to kill each other, which they and us have done plenty
and with brutal, dumb glee. (COCA, SPOK, NPR_ATC, 1999)

Unfortunately, there are several inconsistencies in parallels between the coordinator
and and the preposition-derived coordinators with or s. One of the major differences is
in the direction of case assignment. While it is always the argument that follows the
case assigner that is marked in (8)—(9), in coordinations involving and both conjuncts
(or one of them) may be marked for case (see in 1-4). In other words, case asymmetry
in CoPs with preposition-derived coordinators is fairly fixed, as shown in (14)—(15).
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(14) Matka (NOM)/(*G), (*D), (*Ac), (*Loc), (*I) s otcem(I)/ (*NOM), (*G), (*D), (*Ac),
(*Loc) sli do kina.

(15) He/*Him, with them/ “they, is preparing a statement on the crisis.

Other issues arise when the case assigning properties of and are analyzed outside the
environment of coordinate constructions on a sub-clausal level (as in all examples of
coordinations discussed so far). This type of coordination is not the only one in which
the coordinator and occurs. Its appearance is also included in coordinations on a clausal
level, as in (16). The latter type of coordination does not exhibit any degree of case
variation in any of the conjunct positions, as shown in (16).

(16) She/ *Her was playing the guitar and he/ *him was watching TV*

One way of dealing with the lack of case variation in (16) and considering the
coordinator and to be a case assigner is to presuppose that the coordinator has a
potential case assigning scope over the entire conjunct, which is realized by the whole
clause. Under this assumption, case variation cannot affect pronouns in (16), but it may
affect the whole clausal conjunct. However, clauses are (at least overtly) caseless (for
that clauses, see Johannessen 1998, 123), and therefore, no fluctuation is carried out.

Nevertheless, this argumentation is challenged in examples where the finite verb of
the clausal conjunct is anaphorically deleted, as in (17). Obviously, in the following
example the conjunction and operates as a coordinator on a clausal level, yet the
objective form is yielded.

(17) 1st SOUTH AFRICAN CHILD: I'm feeling so happy.
KLADSTRUP: Why?
1st SOUTH AFRICAN CHILD: Because Mandela’s coming back.
2nd SOUTH AFRICAN CHILD: And me, too.
KLADSTRUP: Yeah?
2nd SOUTH AFRICAN CHILD: I feel happy.
(COCA, SPOK, ABC_Nightline, 1990)

Similarly, sentences in which the finite verb is gapped (Schiitze 2001, 212) also show the
usage of objective forms, as seen in (18)—(19).

18) He’s one way and me another way. So it’s a big change in our life.
y y g g
(COCA, SPOK, CBS SunMorn, 1998)

4. The unacceptability of objective forms occurring after the coordinator and connecting clausal conjuncts
is confirmed by the corpus data. In none of the cases did objective forms occur in this environment.
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Therefore, it is assumed here that the absence of the finite verb is the factor relevant to
case marking in the coordinations, such as ones in (17)-(18). This statement also finds
support in sentences where and connects a semi-clause involving a non-finite verbal
form, as in (19).

19) And being 20, 21 years old and him being 40, I believed him.
g Y g
(COCA, SPOK, CNN_King, 1997)°

Yet, the process of case assignment is ambiguous in (17)-(18), as these examples do
not entirely refute the possibility of and as a case assigner. Therefore, it is necessary to
find an environment in which finite verbs are ellipted and objective pronoun forms are
indisputably outside the scope of the potential case assigning properties of and. Such
evidence may be found outside coordinate constructions. In the following examples,
objective forms are used in environments with ellipted finite verbs, and at the same
time, they do not co-occur with and.

(20) I mean, I don’t remember the last time I used a paper form to do my taxes.
ASHLEY-MORRISON: Me either. BETTY (COCA, SPOK, CBS Morning News, 2010)

(21) Because if we did we’d all have far more automobile accidents, far more accidental
shootings and so on. We don’t see that. PHILLIPS: (Voiceover) So what did change?
Not us, Banzhaf says, just everything around us. (COCA, SPOK, NBC_Dateline,
2006)

(22) It’s not the fault of Wayans or . . . NICE: Jesse Jackson does not speak for all blacks
and neither does Damon Wayans. I'll tell you who does. Me. I speak for all black
people. (COCA, SPOK, Fox_HC, 2007)

Therefore, examples (20)-(22) suggest that the objective case marking in (17)-(19)
comes from the lack of an overt case assigner, i.e., a tensed verb, rather than from
the coordinator and. If the finite verb is ellipted, then pronouns within the subject
conjuncts are assigned the objective case. In other words, it seems to be the structural
deficiency of constructions in (17)-(19) that conditions objective marking on pronouns
and not the coordinator and. However, it still remains to determine why pronominal
objective forms do occur in sub-clausal coordinate phrases, demonstrated in (2)—(4).
The following section will attempt to show whether or not the criterion of structural
deficiency is applicable to the environments in (2)—-(4). The analysis will begin with the
description of formal and semantic properties characteristic of coordinate phrases.

5. Schiitze (2001, 210) notes that the potential case assigner may be the non-finite verb itself. To accept
this idea, it would be necessary to deal with examples such as It was impossible for him to leave the
country, where a prototypical case assigner (a preposition) has to be used to form a grammatically
correct sentence. Thanks to Ludmila Veselovska and Joseph Emonds (personal communication) for
bringing to my attention this type of construction.
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4. SEMANTIC AND SYNTACTIC CONSTRAINTS IMPOSED IN COORDINATE PHRASES

Coordinate phrases have been defined as constructions exhibiting specific semantic
and syntactic features. Haspelmath (2004, 34) gives a semantic definition of coordinate
constructions as follows:

(23) “The term coordination refers to syntactic constructions in which two or more
units of the same type are combined into a larger unit and still have the same
semantic relations with other surrounding elements”

Furthermore, Haspelmath defines what exactly is meant by “the same semantic
relations with other surrounding elements” and how these semantic relations are
manifested. First of all, he shows that the semantics of A and B presupposes that both
members, when serving in the subject role, “are equally in control of the action” or
the state/ relationship (Haspelmath 2004, 15). This semantic feature is demonstrated
in example (24), which illustrates that the dislike for living together is mutual and
symmetric.

(24) Tom and Mary didn’t want to live together.

Moreover, coordination does not imply that both members are involved in the action or
state simultaneously or at the same place (Haspelmath 2004, 15). This semantic feature
is visualized in example (25) showing that the coordinated phrase does not imply that
Tom and Mary did not want to live together in the city.

(25) Tom and Mary didn’t want to live in the city.

Coordinate phrases can be defined not only semantically but also syntactically.
Structurally speaking, they consist of two conjuncts and the head and (also or), forming
a constituent with the second conjunct, as shown in (26).6

(26) CoP— [Co1] + [and Co2]

The set of specific syntactic properties of coordinate phrases was formulated as “The
Coordinate Structure Constraint” (Ross 1967, cited in Postal 1998). This concept refers
to constraints that are imposed on the extraction of conjuncts from coordinating
constructions, as postulated below:

(27) “In a coordinate structure, no conjunct may be moved, nor may any element
contained in a conjunct be moved out of that conjunct.” (Ross 1967, 98-99, cited
in Postal 1998, 51)

This operating restriction is visualized in examples (28)—(29) where either the first or the
second conjunct was extracted and fronted as Schachter’s and Haspelmath’s examples
show. Both extractions result in ungrammaticality.

6. For further details, see Johannessen (1998) and Haspelmath (2004, 6).
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(28) *What records did you buy_ and books on civil engineering?
(Schachter 1977, 94, cited in Haspelmath 2004, 28)

(29) *What sofa will he put the chair between some table and_?
(Haspelmath 2004, 28)

These structural constraints affecting the coordinate phrase may be seen as responsible
for inhibiting the application of prescriptive grammar rules related to the distribution of
pronoun forms in English. This is suggested by Emonds (1985, 239-40) who states that
“the coordinate structure constraint prevents [the English pronoun rule] from affecting
aconjoined NP subject.” In other words, it can be assumed that it is the structural opacity
of these constructions that renders them unsuitable for the application of case assigning
mechanisms. They represent constructions of their own, having structural and semantic
features differentiating them from any other environment.

Indisputably, such a statement needs further stipulations. First of all, the operation
of the coordinate structure constraint is not limited to English coordinate constructions,
but is also applicable to Czech coordinate phrases. Therefore, it is necessary to deal with
the question why a high degree in variability of subjective and objective forms occurs
in English and not in Czech. Since the differences are not to be found in the syntactic
structure of coordinates, then they may be in manifesting the category of case in these
two typologically diverse languages.

The latter hypothesis belongs to Emonds (1985, 240), who assumes that case variation
of conjuncts in CoPs is determined by the morphological case inflection of languages.
Moreover, Emonds attributes case variation to a loose correspondence between the
abstract notion of case (underlying syntactic-semantic relationship in a sentence) and
morphological case (inflections by which case is overtly expressed). Those languages
that have a complex morphological case system, exhibiting a tight relation between
abstract case and its overt morphological realization, do not show case variation. On
the other hand, languages where case is infrequently surfaced by inflection are prone
to variability of case forms.

Additionally, another issue is to be addressed. If it is assumed that coordinate
constructions create an opaque environment for case marking of the elements involved
in them, then it is somewhat questionable why this opacity does not affect the process
of agreement with the verb. In other words, rules such as the coordinate structure
constraint limit the interaction of CoPs with the outside syntactic world, yet they do
not hinder the application of agreement.

This apparent discrepancy may be resolved in several ways. One way of dealing with
agreement in CoPs is outlined in Johannessen (1998). She proposes that the requirement
for the plural form of the finite verb, as demonstrated in (10), comes from the lexical
properties of and. This coordinator involves the feature [+pl] inherently in its semantics
(Johannessen 1998); therefore, the process of agreement results in the plural marking
of the verb.
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Similarly, te Velde (2005) suggests that the plural agreement in coordinate structures
is not so much determined by the morphology of conjoined elements as by the
coordinator and. However, he does not attribute the plurality to the lexical information
attached to the coordinator and but views it as “a product of derivation, as determined
by the features of the conjunct themselves” (te Velde 2005, 31). He supports his claim
by providing examples, shown in (30)-(31) below, which illustrate clausal coordination
together with singular verb forms.

(30) That her father is buying her a car and that her mother buys her clothes
pleases/ *please Justine more than she wants to admit. (te Velde 2005, 31)

(31) That Dana left and that Martin doesn’t want to come irritates/ “irritate me more
than the fact you are still here. (te Velde 2005, 31)

These examples refute the idea that it is the inherent semantic information of and
causing the plurality in sentences like (10). It is also suggested that certain structural
criteria need to be satisfied for coordination to result in plural agreement. For example,
two conjoined elements cannot be that clauses because they “are not assigned any
number feature,” thus, “their conjunction does not produce [+PL]” (te Velde 2005, 31).
In other words, it is the potential of being assigned number features, rather than the
actual number marking of conjuncts that represents a factor relevant to the choice of
the plural verbal form. Hence, agreement relations between the coordinate phrase and
the finite verb are determined by a set of criteria, ranging from semantic to structural.
It is possible to say that both the coordinator and and the “assignability” of number
features of conjuncts influence the resulting form of the finite verb. Such a conclusion
suggests that the whole coordinate phrase interacts with the surrounding context as a
unit and has to be viewed as such.

Nevertheless, the question where the objective form of pronominal conjuncts in
CoPs comes from still remains open. It has been stated that the objective case is not
assigned either by the verb, or by the coordinator and. Following Schiitze (2001), it
will be proposed that objective forms used in CoPs represent the default (unmarked)
form used under the neutralization of case oppositions (see also Battistella 1990). This
hypothesis will be explored in the following section in greater detail.

5. DEFAULT CASE

Within formal conceptions, the notion of default has been defined as a last resort
strategy operating when all other case assigning mechanisms fail to apply. A careful
description of this term is given by Schiitze (2001) who characterizes default case forms
as those “that are not associated with any case feature assigned or otherwise determined
by syntactic mechanisms” (Schiitze 2001, 206). Default case does not require any case
assigner (unlike for example government, see section 2), nor does it express relations
between finiteness and external argument (unlike agreement, see section 2). In other
words, when the conditions for case assignment are not fulfilled, then the noun (or a
pronoun) will be marked by the default case.
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Applying the notion of default to the pronoun usage in English, it may be stated
that this case assigning mechanism affects those pronouns that are phonologically
irreducible (Quinn 2005, 66), focalized, and having no case assigner available (Schiitze
2001, 210). Therefore, coordinated pronouns represent an adequate candidate. Firstly,
they cannot be phonologically reduced or distressed (Quinn 2005, 66), as shown in (32),
and they occur under focus.

(32) It basically talked about when her and him (*’er and "m) would talk online.
(COCA, SPOK, Ind_Oprah, 2006)

Furthermore, coordinated pronouns appear in positions in which they are not directly
dependent on their case assigners (Haegeman and Guerdn 1999, 264). Being exposed to
the coordinate structure constraint, they are encapsulated in CoPs and separated from
the case assigner. This separation imposes barriers on the application of case assigning
mechanisms and triggers the “last resort” strategy, namely the default case.

The objective pronoun forms in coordinate constructions being default also finds
support in Battistella (1990) and Bresnan (2001). Within their approach to markedness,
the default form is the form “used under neutralization of oppositions within a language”
(Bresnan 2001, 13). In other words, the default form is the one capable of substituting
the other member of the opposition. Therefore, the default pronoun has a wider syntactic
distribution and appears in a wide variety of contexts (Battistella 1990, 26-27).

This is indeed the case for the usage of objective pronoun forms in coordinate
constructions, demonstrated in (2)—(4). Objective forms are used in this environment
irrespective of their syntactic functions. They can take on the functions of subjective
forms; however, the opposite direction does not hold. The corpus data reveal only
occasional occurrences of subjective forms in coordinate constructions functioning
as objects or complements of prepositions, as in (33).” Therefore, coordinated
constructions create a setting in which case distinctions are neutralized, with the
objective form representing the default member of the case opposition.

(33) ... is peddling a sex tape of he and Paris Hilton. So from character standpoint,
he’s got some issues. (COCA, SPOK, CBS_SatEarly, 2007)

This conclusion may be related only to non-standard usage where the occurrence of
objective forms results from the application of the default case assignment mechanism.

7. Also, data from a survey distributed to 209 native speakers of American English show that subjective
pronouns are rarely used in CoPs functioning as objects or complements of prepositions. For example,
the 3SG pronoun she appeared as a direct object in CoPs only in 4.3 percent of cases, the 1PL pronoun
we in none of the cases. An apparent exception is the 1 SG pronoun I Battistella regards such usages
as instances of a markedness assimilation. Speakers choose marked pronouns (i.e., subjective forms) to
signal “prestige usage as distinct from the unmarked colloquial usage” (Battistella 1990, 74). In other
words, one marked value attracts another marked value, resulting in the combination of marked case
and marked style.



76 THEORIES AND PRACTICES

On the other hand, the use of subjective forms, as in (1), is the outcome of case
marking by the finite verb, in accordance with the distribution of subjective forms in
Standard English. Frequent case alternations of coordinated pronominal subjects only
demonstrate that both case assigning mechanisms (by the finite verb and default) are
applied highly variably and unsystematically.
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ABSTRACT: Subjects in English typically occur in their canonical initial position and, since they
are predominantly thematic, tend to be short, often formally realised by an anaphoric pronoun.
Consequently, sentences with thematic initial subjects normally comply both with the principle of
end-weight and that of end-focus, reserving the position at the end of the sentence for structurally
and informationally heavier elements. On the other hand, rhematic subjects either remain initial,
in which case they contradict the principle of end-focus, or, less commonly, in intransitive
structures, occur in postposition. Postposed rhematic subjects are typically, though not necessarily,
structurally complex, i.e., heavy. This paper looks at how the interplay of the principles of end-focus
and end-weight affects the choice of the initial or final position of rhematic subjects in sentences
implementing the presentation scale.
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1. WORD ORDER PRINCIPLES IN GENERAL

English word order is often described as relatively predictable and simple, with limited
variation. While such a simplified view may be pedagogically sound, in reality the linear
arrangement of clause constituents is determined by a complex interplay of several
principles. While the same principles apply across languages, e.g., in English and in
Czech, their hierarchy may vary considerably owing to the typological characteristics
of the respective languages. The following is a list of the most relevant word order
principles described in linguistic literature, often under a variety of alternative names
(the order of the principles does not necessarily reflect their relative importance):

— grammatical

— semantic

— functional sentence perspective (end-focus)

— emphatic

— rhythmical (end-weight)

— contact (continuity of phrases, proximity of related items)

— processibility

— cohesive

There is little doubt that the most important word order principle in English is the

grammatical principle. In the absence of inflections, the word order is the primary
indicator of the syntactic functions of clause constituents. According to this principle,
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clause constituents in a declarative sentence are typically arranged in a default order,
starting with the subject, followed by the verb and the object, with adverbials at the
end of the sentence. Manipulation of word-order typically results in a change of the
syntactic functions of the constituents, as long as their semantic content and formal
realisation are compatible with their syntactic status, e.g., when the preverbal and the
post-verbal NPs exchange their position, the subject becomes the object and vice versa.

On the other hand, in Czech, the syntactic function of a constituent is signalled
by its inflections and remains constant, irrespective of its actual position in the linear
chain. The word order is therefore much more flexible, and the distribution of clause
constituents is primarily determined by the principle of functional sentence perspective
(FSP) as a progression from low to high information value, with the information
nucleus, the rheme, in the final position. In English, this linear progression is referred
to as the end-focus principle (Quirk et al. 1985, 1357). Obviously, the application of the
end-focus principle is limited in English, since it can only assert itself when it is not
overridden by the grammatical principle.

Another word order principle operating in English states that there is a tendency
for shorter (lighter) elements to precede longer (heavier) ones. This is known as
the rhythmical principle or the principle of end-weight (Quirk et al. 1985, 1361-62;
Huddleston and Pullum 2002, 1382-83).

2. THE END-WEIGHT AND END-FOCUS PRINCIPLES

The rest of this paper is primarily concerned with the interplay of the end-weight and
the end-focus principles, in relation to the position of the subject; other principles will
be referred to when necessary.

Discussing the principles of end-weight and end-focus in relation to the subject
in English may seem like a contradiction. The canonical position of the subject in
English is initial (according to the grammatical principle), and it tends to be short,
i.e,, structurally light, because it normally conveys context-dependent information. A
substantial proportion of English subjects are formally realised by anaphoric pronouns.
Indeed, the choice of a short and informationally light element for the subject allows the
heavier elements to be encoded as subject complements, objects, and adverbials, which
are placed post-verbally. In this way, most English sentences comply with all of the
three word order principles referred to above: the grammatical principle, the end-focus
and the end-weight principles.

The situation is different in rhematic subjects, i.e., those that convey the most
important information in the sentence and carry the intonation nucleus. Here,
distinction must be made between rhematic subjects in sentences containing a transitive
verb and those containing an intransitive or copular verb. With the former category of
the predicate verb, the subject cannot be moved from its preverbal position because
such movement might result in a change of syntactic status and therefore a change of
meaning, or it might render the sentence ungrammatical.

(1) A friend told me this.
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(2) *This told me a friend.

To comply with the principle of end-focus, English tends to employ a strategy of
assigning the semantic components different syntactic roles, which allows the rhematic
element to be placed after the verb, in this particular case the use of the passive, as in
example (3):

(3) Iwas told by a friend.

While preserving their semantic and FSP functions (agent and addressee, rheme and
theme, respectively), the rhematic subject of (1), a friend, has been turned into a
rhematic adverbial by a friend in (3) in the final position in accordance with the
grammatical principle. Conversely, the pronoun me, i.e., the thematic indirect object of
(1), has acquired the status of the thematic subject I in (3), in the usual initial position.

Rhematic subjects in sentences containing intransitive or copular words may occupy
the canonical initial position, occur within the existential there is construction or be
moved into postposition, as demonstrated by the following examples.

(4) A rusted car lies at the end of the road.
(5) There is a rusted car at the end of the road.
(6) At the end of the road lies a rusted car. (Bohata 2004, 19)

Example (4) sticks to the default grammatical order of clause constituents and has initial
focus, example (5) shifts the focal element into postverbal position, while (6) complies
with the principle of end-focus, though not necessarily with that of end-weight. It is
worth noting that the relative frequency of the three variants varies considerably across
genres and registers. In addition, the there is construction employs a limited range of
predicate verbs.

3. FORMAL REALISATION OF SUBJECTS

Another factor determining the position of the subject is its formal realisation. English
subjects can normally occur in the form of noun phrases or clauses (infinitive, gerund
or that-clauses), and each of these variants displays positional preferences. NP-subjects
and ing-clause subjects favour the initial position, while infinitive-clauses and that-
clauses strongly prefer the extraposition, i.e., final placement with the anticipatory IT
subject in the initial position. The separate formal subtypes of subjects are demonstrated
by the following examples:

(7) On either side meadows stretched towards trees. (Armstrong 1991, 179)

(8) Bringing the Gulf Stream closer to the American east coast, for example, would
make our winters worse instead of better. (Carson 1961, 157)

(9) It wasn’t possible to conduct twenty-nine investigations simultaneously.
(Armstrong 1991, 82)

(10) It is interesting that information from the right ear does not go to the right
hemisphere, and that left ear input is not to the left hemisphere. (Hatch 1983, 209)
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The reason why infinitive-clause and that-clause subjects adhere to extraposition is most
likely their considerable structural weight. Admittedly, structural weight (i.e., length
and complexity) typically associates with information weight; however, extraposition
remains the default position of these two subtypes of subject clauses even when they are
thematic, i.e., when the information nucleus occurs in the matrix clause. The ing-subject
(gerundial) clauses tend to be shorter and largely thematic but typically remain in the
initial position even if they happen to be long and structurally complex. All of the formal
subtypes of subjects can be moved out of their canonical position, but the frequency of
such structures is considerably low. This is especially true about that-clause subjects
and, to a slightly lesser extent, infinitive-clause subjects in the initial position. To occur
in the initial position, they do not only have to be thematic but typically must operate
as cohesive links to the previous text or must present new information as if it were old.

(11) But in India, the very idea was dynamite. That farmers should not be able to
replant seeds was inconceivable and offensive. (Vidal 1999)

The ing-subject clauses rarely occur in extraposition, and if they do, such examples
are most commonly found in colloquial phrases like it’s no use, it’s no good, etc., as
demonstrated by example (12).

(12) ‘It’s no good beating about the bush, said the man at the bar. (Bryers 1987, 192)

4. RHEMATIC NP SUBJECTS IN DIFFERENT REGISTERS

The rest of this paper will examine rhematic NP subjects. The vast majority of these
remain in their canonical initial position, which indicates that the rhematic status alone
is not a sufficient condition for their postposition. This is amply demonstrated by the
following examples, the first containing several examples of rhematic subjects, all of
them initial, within a short stretch of text.

(13) The range Rover travelled slowly down a narrow lane. On either side meadows
stretched towards trees. An unpromising morning sun, now white and watery,
hung low on the landscape, destined to vanish behind cloud mass again. A church
tower eclipsed the sun a moment, and headstones in a cemetery, damp still from
the recent rain, gleamed gently. It was lovely and serene, a world of quiet,
peaceful corners and birds that called softly. Even the sound of the Range Rover
was absorbed by the landscape. (Armstrong 1991, 179)

(14) Father Brown remained seated, gazing abstractedly at the carpet, where a faint
red glimmer shone from the glass in the doorway. (Chesterton 1992, 281)

A somewhat higher frequency of final NP subjects is found within descriptive passages,
more specifically in genres such as guidebooks, where description is the primary
manner of presenting information. A possible explanation for this might be the
conscious or subconscious avoidance by the writer of the there is construction, which
is the primary structure used to present rhematic subjects in colloquial language. In
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descriptive passages, the frequency of new items presented to the reader is very high,
and employing the there is construction for the majority of them would render the
text stylistically monotonous and clumsy:. It is therefore no coincidence that the actual
frequency of the there is construction is significantly lower in guidebooks and in similar
text types than in the language of fiction.

(15) All around stretch the endless plains of southern Mesopotamia, dotted with poor
tomato farmers who scratch a living from the drained marshes. (Bohata 2004, 19)

While final rhematic subjects tend to be long as in the above example, complying with
the factor of end-weight, the impact of the style may be stronger than that of the end-
weight principle. In descriptive passages, it is not unusual to find final NP subjects that
are short, often in the form of a proper name.

(16) Close to Ambleside on the road towards Coniston at Skelwith Bridge, lies
Skelwith Force. (Lake District, 9)

On the other hand, in fiction and in other genres, the principle of end-weight is often
the decisive factor determining the choice of either the initial or final position of the
rhematic subject. Both of the sentences in example (17) contain rhematic subjects; the
first of these is structurally light, consisting of an article and a single noun, while the
other is long, containing multiple modifications. It would be hard to imagine the first
of these in the final position, but it would be equally unlikely for the other to occur
initially, as shown in (18).

(17) About fifteen years ago, on a date late in August or early in September, a train
drew up at Wilsthorpe, a country station in Eastern England. Out of it stepped
(with other passengers) a rather tall and reasonably good-looking young man,
carrying a handbag and some papers tied up in a packet. (James 1994, 184)

(18) *About fifteen years ago, on a date late in August or early in September, at
Wilsthorpe, a country station in Eastern England drew up a train. A rather tall
and reasonably good-looking young man, carrying a handbag and some papers tied
up in a packet stepped (with other passengers) out of it.

5. MORE STRATEGIES OF RECONCILING THE END-WEIGHT AND END-Focus PRINCIPLES

In addition to the passive transformation demonstrated by example (3) and to the final
position of the rhematic subject, English employs a range of other strategies to satisty,
at least to some extent, the principle of end-weight and end-focus. One such strategy is
the fronting of a thematic element, typically an adverbial, in which case the rhematic
subject is removed from the initial position, although it remains preverbal. In this way,
the focus of information is removed from the initial position and shifted further into the
sentence. In the following example, the fronted adverbial between them also provides a
cohesive link to the preceding sentence, which is given in brackets.
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(19) (Further south Little Orme Head looks back along the coast whilst Great Orme
Head forms an impressive mass jutting out to sea and affording many vistas.)
Between them the prettily painted houses and hotels of Llandudno arc around the
beach where children build sandcastles and ride donkeys. (Beautiful Wales, 3)

A variant of (19) employing the final position of the subject in addition to the fronted
adverbial would be equally possible, as manifested in (20); this would make the sentence
conform fully to the principle of end-focus, whereas (19) may be seen as an intermediate
step.

(20) Between them, around the beach where children build sandcastles and ride
donkeys, arc the prettily painted houses and hotels of Llandudno.

Yet another way to remove a weighty subject from the initial position in English is to
use a discontinuous structure. In this case only the head of the subject NP is preserved in
the initial position, while the heavy postmodification is moved further into the sentence
or to the end of it, as demonstrated by the hypothetical examples (21) and (22).

(21) An idea that shattered his confidence suddenly crossed his mind.
(22) An idea suddenly crossed his mind that shattered his confidence.

6. CONCLUSION

The operation of the principles of end-focus and end-weight in relation to the position
of the subject in English is by no means straightforward. It is affected by the formal
realisation of the subject, with the separate structural subtypes of subjects favouring
different default positions. Since the principles of end-focus and end-weight are not
the leading word order principles in English, they tend to apply to a limited extent in
sentences containing rhematic NP subjects. Typically, they can only assert themselves
in situations where the predicate verb is intransitive or copular, and where the rhematic
subject is a new phenomenon introduced into the scene. Even then, the vast majority
of rhematic NP subjects are initial, i.e., the operation of the two above-mentioned
principles is overridden by the grammatical principle of word-order. This is particularly
so when the rhematic subjects are short (structurally light). There are also significant
stylistic factors, e.g., in the context of description, the frequency of final rhematic NP
subjects is significantly higher than in other genres or registers. In addition to the final
position of the subject, English employs alternative strategies that make it possible to
make the distribution of clause constituents comply at least partly with the principles
of end-focus and/or end-weight, namely fronting and dislocation.
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ABSTRACT: The paper presents some of the morphosyntactic peculiarities of modal verbs in English
and German and studies the origin of these properties by outlining their development from the
Proto-Indo-European period to the present. It shows that the unique morphological features of
English and German modal verbs, namely ablaut or the lack of agreement, have their origin in the
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1. INTRODUCTION

Similarly to other languages belonging to the Germanic family, both English and
German possess a group of verbs called modal verbs, which have unique semantic and
morphosyntactic qualities." English and German modals are similar in some respects;
however, there are several points where English and German do not overlap.

From the perspective of morphology, one of the most apparent properties of modal
verbs in English and German is the lack of agreement suffix in 3rd person singular in
the present tense, as shown in examples (1a)—-(1d) comparing modal verbs with lexical
verbs.

He can@/ *cans swim.

Er kann@/ *kannt schwimmen.

He *swim@/swims every day.

Er *schwimm@/ schwimmt jeden Tag.

(1)

o Top

Besides the agreement, modals both in English and German subcategorize for a bare
infinitive, and in contrast to the majority of verbs in the lexicon, they are not compatible
with the to-infinitive (for English) and zu-infinitive (for German), as seen in the
examples below.

1. The paper focuses on morpho-syntactic properties; semantic properties of modal verbs in English and
German will not be discussed here.



88 THEORIES AND PRACTICES

(2) a. He must study/ *to study more.
b. Er muss mehr studieren/ *zu studieren.
c. He started “study/to study more.
d. Er hat angefangen mehr *studieren/zu studieren.

Although modals in English and German are diachronically related, and, as shown
above, manifest several similar properties, they are different in many morpho-syntactic
respects. One of the most apparent differences is that German modals, in contrast to
their English counterparts, possess infinitival forms — examples in (3).

(3) a. *To must live like this is terrible.
b. So leben zu miissen ist schrecklich.

Furthermore, German modals exhibit throughout the temporal system of German, i.e.,
in Présens (present), Perfekt (perfect), Prateritum (past), Plusquamperfekt (pluperfect),
Futur I (future), Futur II (equivalent of future perfect). English modals, on the other
hand, are defective in lacking the forms for all tenses in English — see the examples of
selected tenses in (4a)—(4c).

(4) a. Present:

He must study more. He can speak English.
Er muss mehr studieren. Er kann Englisch sprechen.
b. Past:
“He musted study more. He could speak English.
Er musste mehr studieren. Er konnte Englisch sprechen.
c. Future:
“He will must study more. “He will can speak English.
Er wird mehr studieren miissen. Er wird Englisch sprechen konnen.

As the examples show, English modals appear in the present (4a) and only a few, such as
can in (4b), have past forms. Otherwise, modals are excluded from any aspect variations,
both perfective and progressive, as exemplified in (5a)—(5b).

(5) a. I have musted study English.
b. *I'm musting study now.

Another interesting difference between the modal verbs in both languages is a different
subcategorization. Whereas English modals subcategorize only for a bare infinitive,
German modals can, besides a bare infinitive, be followed by an object or a PP as well,
which is shown in examples in (6a)—-(6d).
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(6) a. *Ican np [the song] by heart.
b. Ich kann np [das Lied] auswendig.

c. *I must pp [to the city centre].
d. Ich muss pp [ins Stadtzentrum].

The following table summarizes the properties of English and German modal verbs and
contrasts them with the properties of lexical verbs.

LEXICAL VERBS GERMAN MODALS ENGLISH MODALS
AGREEMENT yes X X
TO-INFINITIVE yes X X
NON-FINITE FORM yes yes X
TENSE SYSTEM yes yes X
OsjeCcT /PP yes yes X

Obviously, English modal verbs lack several properties of lexical verbs. German modals,
on the other hand, seem to stand in between these two groups, i.e., they share some
properties with English modal verbs but not others. This can be explained by the fact
that it is generally believed that English modals became, in contrast to their German
counterparts, more strongly grammaticalized during their historical development. As
Roberts and Roussou (2003), among others, maintain, while at the earliest stages of their
development English modals were verbal elements, they developed into a functional
category different from verbs. As a result, English modals must have different properties
from both German modal verbs as well as from English lexical verbs. This paper
attempts to explain why English and German modals are identical in some properties
but not in others and tries to show that many of these peculiarities can be explained by
analyzing the historical development of modals in both languages.

2. EARLIEST HiSTORY: PROTO-INDO-EUROPEAN AND PROTO-GERMANIC PERIOD

To track down the roots of the above-mentioned properties, it is necessary to start
the analysis in the Proto-Indo-European (PIE) and Proto-Germanic (PG) periods dating
back to about 4,000 BC and 500 BC respectively,? when the two languages, English and
German, were still to be separated from one another. In these periods, it is possible to
identify the group of preterite-present verbs, which later gave rise to the modal verbs
in both languages. The verbal system in PIE was based on aspect rather than on the
tense distinction as in contemporary English and German. There were three aspects:
perfective/ aorist, imperfect/ present and perfect, which denoted states and the stems of
which gave rise to the forms of preterite-presents:

2. Dates and examples in (7) taken from Ringe (2006).
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(7)  Perfect Aorist Present
ste-stoh-e stéh-t sti-steh-ti
(is standing) (stood up) (is getting up)

As (7) shows, the verb root could exist in all three aspects, which were created by
reduplication, suffixes or by ablaut (in case of perfect). In terms of the development
of modals in both languages, the PG period was of extreme importance. Ringe (2006,
153ff) claims that the perfect form gave rise to two different classes of stems. First,
these forms evolved into past stems of Germanic strong verbs. Second, the PIE perfect
gave rise to present forms of preterite-presents. As a result, modals (descendants of
preterite-presents) demonstrate in German similar ablaut changes as strong verbs in
the past tense, which is clearly visible when comparing the paradigms of contemporary
German modals (8a) with strong verbs in the present and the past (8b)—(8c).

diirfen brechen brechen
MODAL VERB STRONG VERB STRONG VERB
PRESENT singular paradigm PRESENT singular paradigm PAST singular paradigm
(8a) ichdarfO@ (8b) ich breche (8¢c) ich brach@
du darf'st du brichst du brachst
erdarf@ er bricht er brach@

As the examples demonstrate, the present paradigm of modals is identical with the past
paradigm of strong verbs, both in terms of the lack of suffixes as well as the ablaut in all
persons. The same holds for English, although the ablaut distinction is not relevant for
English anymore and the lack of the suffix is visible in the third person singular only —
examples (1a) and (1c).

Semantically, the group of preterite-presents contained approximately fifteen
members. They were uniform in having a stative meaning, which was, however, not
always necessarily related to the modality (e.g., obligation, necessity): dugana — to be
useful, ganugana - to be sufficient, kunnana — to know how.

3. Orp EncLIsH PERIOD (450-1150)

As far as the development of the predecessors of modal verbs in this period is concerned,
it should be pointed out that not all members of the PG preterite-present group, such as
ganugana, were preserved. Concerning their morphosyntactic properties, linguists such
as Warner (1993) or Roberts and Roussou (2003) claim that apart from several unique
morphological features (see above), preterite-presents in OF had the same properties as
lexical verbs, and in fact, they were lexical verbs in this period.> And indeed, preterite-
presents existed in non-finite forms, i.e., in infinitive (cunnan - to know, can; willan —

3. Contrary to this, Romero (2005) argues that a particular use of preterite-presents (when followed
by a VP) was never fully lexical; in this case preterite-presents were semi-lexical, yet not fully
grammaticalized.
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to be willing, to desire) and in participles (cunnen — past participle, willende — present
participle), although some verbs such as motan (must) or sculan (to be obliged to) are
not attested for having infinitives.*

English preterite-presents lost the property of having non-finite forms in the ME
period, but apparently, no such change happened in the course of history of the German
modal since these do appear in non-finite forms in the contemporary language as shown
in (3b) and also in (4c). Another property of contemporary English lexical verbs that the
OE modals demonstrated was the subcategorization for an object. As the example (9)
taken from Warner (1993) demonstrates, predecessors of English modals verbs could
be followed (besides a VP) by a noun phrase, which is not the case of contemporary
modals, which do not tolerate such complementation — compare with (6a).

(9) He symble wyle xp[god] and naefre nan yfel.
He always desires good and never no evil.

English preterite-presents started to be incompatible with an object in the ME period.”
Again, no such development would be traced in the German language, since, as shown
in (6b), some contemporary German modals do combine with objects.

4. MIDDLE-ENGLISH PERIOD (1150-1500)

In the ME period, the group of pre-modals suffered some further losses. According to
Warner (1993), these losses are related to the subcategorization and meaning, i.e., those
preterite-presents that had a non-infinitival subcategorization and did not have what
we would call a modal meaning disappeared.

According to many scholars, the development of pre-modals in the ME period had
a crucial impact on forming the group of modal verbs as a separate class, i.e., with
distinctive, non-verbal, properties. One of the most striking properties of contemporary
modal verbs is a partial lack of present — past opposition, e.g., can — could. According
to Lightfoot (1979) and Warner (1993), in the OE period, the preterite forms had a past
reference, whereas later these pairs start to lose their temporal reference and become
semantically independent. Warner (1993) also adds that the first examples of this
development, which was most powerful in the ME period, can be found already in OE
(he gives an example of the verb should), and stresses that the process is probably still
in progress. Indeed, the remnants of this opposition can still be found in contemporary
English - for example in reported speech.

Secondly, another change that is believed to have changed the morpho-syntactic
status of contemporary English modals is the loss of the infinitive form, which,
according to Roberts and Roussou (2003, 42), happened around the year 1500. They
regard this to be a key property and state that New English “is the only Germanic

4. Forms taken from Romero (2005).
5. The frequently mentioned exception to this tendency is the verb can this lost its property later.
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language with such a syntactically defined class, and it is the only Germanic language
lacking an infinitival ending” Roberts and Roussou (2003) go on to state that some
preterite-presents (OE motan, sculan) started to function as auxiliary verbs already in
OE, and support this by quoting Warner (1993, 147) who claims that “preterite-present
verbs subcategorized for the plain infinitive which denote necessity, obligation and
related notions of futurity are finite only” As is obvious from the example in (3b) and
from the lines above, no such change happened in German, as German modals keep
appearing in infinitives.

Besides these changes, Lightfoot (1979) maintains that the rise of the fo-infinitive
also significantly contributed to the separation of modals from the group of lexical
verbs. He explains that to was originally a preposition and since pre-modals denoted
states (not movements), pre-modals never occurred in combination with to. Once to
became grammaticalized, i.e., once its directional meaning faded out, English modals
were already a separate class and, hence, never had a chance to subcategorize for
the to-infinitive. However, if this were true and this development were universal,
contemporary German modals would appear with the zu-infinite. Since the property
of subcategorization for the bare infinitive can be found both in English as well as in
German, the appearance of the to-infinitive had no influence on the development of
modals in English. The reason why English (and German) modals do not combine with
the to-infinitive is instead related to the fact that they syntactically and semantically
form sentence structures different from those of lexical verbs. The detailed analysis of
this is provided by Romero (2005).

5. EARLY MODERN ENGLISH (1500-1700)

In the EME period, the group of modals lost further members, such as durfen, and some
of the surviving members experienced some changes in terms of their meaning, such
as can, according to Romero (2005). Besides this, the members of the modal verbs group
started to unify their properties, for example those members that had non-finite forms
started to drop them (Warner 1993).

In terms of their morpho-syntactic behaviour, the EME modal verbs do not differ
much from the modal verbs in the contemporary English. In contrast with the earlier
periods, modal verbs in EME were already fully grammaticalized, which can be
demonstrated by the use of question tag structures that started to appear in this
period. According to the examples below provided by Warner (1993), it is clear that
the modal verbs and lexical verbs in the EME period already formed two separate
syntactic categories. Whereas the full verb come in (10a) is represented in the question
tag by auxiliary do, the modal verb may in (10b) is repeated in the question tag, which
demonstrates that the verb may itself falls into the auxiliary category, which is a
separate category from verbs.

(10) a. She comes of errands, does she?
b. Why, and I trust I may go too, may I not?
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Furthermore, as Romero (2005) states, the fact that English modal verbs were
grammaticalized in this period can be proven by the appearance of the contracted
forms — example (11).

(11) Go waken Fuliet, go and trim her up,
I'll go and chat with Paris.

This property is shared by auxiliary verbs do, be, have and modal verbs, but lexical
verbs can never appear in contracted forms, which further supports the statement that
in contrast with the earlier periods of their development, English modal verbs in this
period were not members of the category of verbs anymore, but became members of
the closed-class grammatical category.

6. CONCLUSION

The introductory part of the paper presented unique properties of English and
German modal verbs with respect to the properties of lexical verbs in both languages.
Furthermore, it also contrasted the differences between the modals in both languages.
It has been shown that some peculiarities, namely the lack of 3rd person agreement
and the ablaut in the whole present singular paradigm (today visible only with German
modals), have their origins in the PIE and PG periods, and are results of the paradigms
of preterite-present verbs.

Another property that is shared by the modals in both languages is their
incompatibility with to/zu-infinitive. Contrary to what is stated by some scholars
(Lightfoot 1979), I claim that this property had no influence on the development
of modals in both languages; neither did it contribute to the grammaticalization of
English modals. More likely, this property is related to the inherent syntactic / semantic
behavior of modals in both languages.

As far as other morpho-syntactic properties are concerned, English and German
differ significantly. English modals are defective in lacking non-finite forms, not
combining with an object and not appearing in the whole temporal system. As this
paper showed, English modal verbs, or at least the majority of them, demonstrated
these properties in the OE period; however, these were lost during the development
of English modals — predominantly in the late ME period. As a result of this, English
modals in contemporary language are highly grammaticalized and form a separate part
of speech, whereas their German counterparts, which preserved all verb-like properties,
are considered to be lexical verbs and do not form any such category.
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1. INTRODUCTION

This paper discusses possible causes for various grammatical peculiarities found in
Present-Day English. English grammar is often taken as a base for various linguistic
theories, but these often ignore the fact that English has many typologically odd
features. Thus, basing a theory on a language such as English may invite problems in
formulating a theoretical framework (cf. Toyota 2004). Historically, Old English was just
like any other Germanic languages of that period, but it somehow took on the shape
of Present-Day English. Grammatical peculiarities found in Present-Day English have
their roots in a unique historical development in English, which cannot be found in
many languages. In this respect, language contacts and contact-induced changes (e.g.,
Heine and Kuteva 2005, 2006) play an important role, but English has its own peculiar
situation concerning contacts. Thus, this paper aims to clarify what has given English
its current form.

This article is organised as follows: first some examples of grammatical peculiarities
are demonstrated. These points form a basis for further discussion throughout the
rest of the paper. Then, two cases of contact-induced changes are compared, focusing
on Europe. The first type is continental Europe and the second, Great Britain. After
identifying what is unique in the case of Great Britain, English grammar is explained
in terms of the notion of speaker- and hearer-orientation, proposed by Durst-Andersen
(2011). This orientation proves to be a useful tool in explaining how English has changed
and in illustrating the importance of contacts found in Great Britain in the past.
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2. PECULIARITIES OF THE ENGLISH GRAMMAR

English grammar is full of peculiarities from a typological perspective, as extensively
discussed in Toyota (forthcoming). For instance, take verbal conjugation, which is
simple in English, except for some irregular verbs. Even for the irregular ones,
irregularities extend only to the past tense and the past participle. The present tense
form does not alter except for the third person singular, where -s is added to the
verb. This fact does not seem to draw much attention despite being very odd cross-
linguistically. There are at least two features worth mentioning here. First, speakers tend
to make clear who is speaking (first person) to whom (second person) (cf. Croft 2001,
315), so verbs normally have a special marking to identify the first and second person,
and the third person is often left unmarked. The second point is number: humans tend
to consider singularity as a basic unit, and plurality as some variation of singularity. So
singularity is not marked, but plurality normally carries some grammatical sign, e.g.,
book (SG)/book-s (PL), except for some cases such as Latvian and Mande languages in
West Africa that have both singular and plural markers added to a stem. Taking these
two points into account, one would assume that the third person singular is supposed
to be unmarked, i.e., it should not carry any special grammatical markings to identify
the person and number, as demonstrated in Table 1.

TABLE 1. LIKELIHOOD OF MARKEDNESS FOR PERSON AND NUMBER

SG PL
1st person * #
2nd person * #*
3rd person #

Notes: * = marking for person; # = marking for number

Conjugation in English shows the total opposite pattern, and it is illogical to have
marking only on the third person singular. In addition, the third person singular form
is often close to the verb stem in different languages, due to its unmarkedness. It is less
studied, but some dialects in the UK (West Yorkshire and Lancashire) use a simplified
conjugation, and the third person singular form is applied to every person and number,
e.g., I reads, you reads, he reads, etc. The same pattern is also found in some creoles,
where the third person singular form is used as an only verbal form, e.g., Jamaican
creole me is, you is, he is, etc. This can be considered as evidence that this form was
possibly an unmarked form preserved through language contact.

The case of conjugation is a historical accident, i.e., it might have been possible to
retain the second person singular marking, too, if the second person singular pronoun
thou had not been lost. In other words, the first person and the plural forms were bound
to be simplified, but the second person and the third person singular forms could have
been retained (Blake 1996, 219-20).

Another peculiar grammatical feature is the use of the passive voice and perception
verbs. English only allows the passivisation of divalent or trivalent verbs, i.e., as long as
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the direct object is present, English readily allows passivisation regardless of the nature
of the verb. This is what is termed here as syntactic transitivity. This creates a question
concerning the perception verbs. Perception verbs are indeed divalent verbs in English,
and the presence of the direct object makes them behave like a transitive verb. As a
result, they can be passivised, e.g., (1). However, the use of the term transitive should
be questioned here. As argued in Toyota (2009a, 2009b, forthcoming), transitivity,
interpreted here as transfer of energy, can be used at least in two distinctive senses:
semantic and syntactic. Semantic transitivity involves various parameters, as presented
in Hopper and Thompson (1980, 251-99) and Taylor (2003, 222-46). Thus, transitivity
can be measured in gradience, and it is often difficult to state whether a clause is
transitive or not. Syntactic transitivity is only concerned with the presence or the
absence of the direct object. When it is present, a clause is transitive; when absent,
intransitive.

(1) This film was seen by many people. [English]

Cross-linguistically, transitive verbs are more readily passivised (Kittila 2003, 23), but
due to the difference in transitivity between semantic and syntactic, each language
may appear to behave differently. English relies on the presence of the direct object,
but other languages are more semantically oriented. Thus, passivisation of semantically
transitive verbs such as the example (2) from German is possible, i.e., the verb tantzen,
‘dance, is syntactically intransitive but semantically transitive. Those languages with
semantic transitivity often differentiate the grammatical subject in order to express
slight differences in transitivity, e.g., the Serbian examples in (3). With the nominative
subject, the whole clause denotes the action, while the dative subject in conjunction
with the reflexive marker expresses the mental state. Syntactic transitivity does not
allow expression of such a subtle difference. In this sense, English fully takes advantage
of syntactic structure to deal with transitivity, but it sacrifices the ability to express
subtle differences found in semantic transitivity. Except for English, this feature is
missing from almost all languages in the Indo-European family.

[German]

(2) Es wird  getanzt.
It became dance.PST.PRT
“There was dancing.

[Serbian]
(3) a Ja spavam.
ILNOM sleep.1SG
‘I go to bed.” (action)
b. Meni se spavam.
ILDAT REF sleep.1SG
I feel sleepy. (state)
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3. ORIGIN OF PECULIARITIES: CONTACT-INDUCED GRAMMATICALISATION

It is argued here that the peculiarities mentioned so far mainly resulted from contact-
induced grammaticalisation, known as replication (Heine and Kuteva 2005, 2006).
However, there seem to be at least two different kinds of replication, depending on
mutual intelligibility. What is extensively discussed in Heine and Kuteva is mainly
concerned with contacts among languages that are not mutually intelligible. However,
contacts that are exclusively made among mutually intelligible languages often result
in a specific grammatical structure. In order to highlight this difference, both cases are
shown in the following subsections, involving languages spoken in Europe.

3.1 REPLICATION IN EUROPE

Contacts have been a crucial factor in language change, as extensively demonstrated in
Heine and Kuteva (2006). In replication, it is argued that contacts can cause more than a
simple borrowing or a forceful adaptation: the invention of new structures can be made
by analysis of a contact language, and in creating a new structure, basic principles of
grammaticalisaiton can be applied. Heine and Kuteva (2003, 533; 2005, 80-84) argue for
four basic stages in the process of replication, as summarised in (4).

(4) a. Speakers of language R notice that in language M there is a grammatical
category Mx.
b. They develop an equivalent category Rx, using material available in their
own language (R).
c. To this end, they draw on universal strategies of grammaticalisation, using
construction Ry in order to develop Rx.
d. They grammaticalise construction Ry to Rx.

Contact in East Anatolia serves as an example of how the processes shown in (4) work.
This region, located in the eastern tip of Turkey and sharing borders with Georgia,
Armenia and Iran, has a notable mixture of languages (Indo-European, Indo-Iranian,
Kartvelian and Turkic) along with cultures and religions (Georgian/Russian Orthodox,
Armenian Church, Roman Catholic and Sunni Muslim, cf. Toyota 2010). Haig (2001)
reports a case of a contact-induced change among Turkish (Turkic), Laz (Kartvelian) and
Zazaki (Iranian), where a form meaning ‘after’ appears to have been grammaticalised
to something like a consecutive clause marker added to the first clause, as schematically
represented in Figure 1. Among these languages, notes Haig (2001, 203-4), the Turkish
structure seems to be a model influencing Laz and Zazaki, as demonstrated in (5) to (7).
This is not a simple lexical borrowing. Otherwise, a phonetically-modified form of the
Turkish word sonar should be found in Laz and Zazaki, but both of them use their own
word semantically corresponding to ‘after, e.g., suk’ule and tepeya, respectively (i.e.,
process represented in (4b)). This case demonstrates the grammaticalisation of ‘after’
turning from a preposition/participle to a consecutive conjunction in Laz and Zazaki
(process represented in (4c)), i.e., a lexical word turning into a more grammatical marker.
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FIGURE 1: A GRAMMATICALISATION PATH OF A CONSECUTIVE MARKER

[X happened then Y happened]

|

[[X happened]-after [Y happened]]

[Turkish (Turkic)]

(5) giyin-dik-ten sonar  gitti
get.dressed-NOM-ABL  after  go.PST.3SG
‘After he had got dressed he left.

[Laz (Kartvelian)]

(6) ham ¢itaabi golobioni=suk’ule omgiru-sa bidi
DEM book read.1SG.PFV=after swim.INF-LOC go.1SG.PFV
‘After I had read this book I went swimming’

[Zazaki (Iranian)]

(7) ¢ merdi tepeya, ez se kera?
25G  die.PST.2SG  after 1SG what do.MOD.1SG
‘After you have died, what should I do?’

Generally speaking, the grammar of some Indo-European languages saw dramatic
changes around the sixteenth to eighteenth century (Toyota 2010), i.e., after the
Renaissance and around the Age of Enlightenment. These changes often follow the
pattern illustrated in (4). Various factors affect the outburst of grammatical changes,
but what is significant is that social movements or changes allow more contacts. In
addition, these factors come from different sources.

This period also saw some radical changes in the way people communicated and
increased their knowledge. Although it may not be overtly stated, religion can be a
crucial factor in affecting contacts and shaping grammar. The whole of Europe had been
Christianised by the Renaissance (the last country to be Christianised was Lithuania
in the fourteenth century), and Catholicism and Orthodoxy were the main branches
of Christianity. However, churches in medieval Europe were full of corruption and
people, especially scholars as well as lay people, started questioning the authority of
the churches. In addition, churches failed to deal with the epidemic of the plague, i.e.,
they could not save people. All these events made people leave the church and lose
faith in Christianity (see Sommerville 1992 for details of secularisation in England).
As a result, people were allowed to question authorities and individual thinking was
encouraged. Intellectuality increased at the social level, and people started seeking
worldly knowledge. This resulted in the advancement of science, as often represented
in statements by Copernicus or Galileo. Previous scientists already knew that the Earth
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was not flat, for instance, but due to the power of churches, they could not state it
publicly. In addition, due to the invention of mass printing, books became more readily
available to a wider audience, and the Bible was translated into vernacular languages.
All these events increased people’s literacy and thus aided intellectuality. This is the
period when people became increasingly familiar with different foreign cultures.

It is also obvious that the trading among different countries became increasingly
common throughout Europe around this period. For instance, the Hanseatic League
was formed around the Baltic Sea, which allowed more mobility and contacts with
people with different linguistic backgrounds. Communications among the countries
participating in the Hanseatic League influenced the development of each other’s
languages. In Scandinavia, as Dahl (2004) shows, the language change from Old Swedish
to Modern Swedish started in the Southern part of Sweden, where much contact was
made with German through trading during this period. Some historical residues can be
still found, e.g., Swedish lost the case marking in the Southern part, but some Northern
dialects still preserve the residues of earlier case marking to this day.

The influence of contacts can be made clearer by looking at places where contact was,
by and large, absent. In spite of these general movements in Europe, some countries
resisted the social movements typically associated with the Renaissance and Age of
Enlightenment. For instance, Catherine the Great of Russia (reigning from 1762-1796)
banned anything that might support the Renaissance and Enlightenment movement in
fear of uprising or revolution. Russia had power over Slavic countries in Eastern Europe,
especially in South Slavic countries (Serbia, Bulgaria, Macedonia, etc.), and therefore,
the lingering influence from the Renaissance did not spread much into the Balkan
region either. The lands now referred to as Poland, the Czech Republic and Slovakia,
however, had closer contact with the Hapsburg monarchy and despite being Slavic,
were influenced by the Renaissance.

During the previous millenium, the majority of Western Europe has experienced
changes that have led to remarkable evolutionary differences in languages. In contrast,
Celtic, Baltic and Slavic, all spoken outside of the areas with active contacts, have
not changed much. The changes observed in the contact-active areas in the Western
Europe occurred between the fifteenth-century Renaissance and the Enlightenment
in the eighteenth century. This suggests that increased contacts instigated by social
movements played an important role in Europe.

3.2 REPLICATION IN GREAT BRITAIN

Historical changes in the English language occurred mostly from around the fifteenth
century onwards (cf. Toyota, forthcoming), and it can be suggested that Great Britain
was a part of the general social changes in continental Europe and that English received
a general effect of the social movements discussed in the previous section. However,
this map can be misleading. In the case of Great Britain, the changes indeed took place
around the same time as in continental and northern Europe, but the country did not
go through effects of the same social movements observed on the continent. Instead,
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Great Britain had its own series of social events that created similar effects to those
of the Renaissance or the Age of Enlightenment, which may be misleadingly called
the English Renaissance. In both cases, social movements accelerated contacts among
different languages, but Great Britain created various contacts on the island related to
the involvement of different dialects.

Present-day English has a wide range of dialects, but it was not so complex earlier
in Old English. However, one should bear in mind that earlier Great Britain was
multilingual and there were several languages spoken there. Prior to 600AD, there was
a great mixture of linguistic communities, e.g., the Celts with Old Welsh and Old Irish,
the Saxon with Old Saxon (and later with the Angles, who spoke Old English), Normans
with Old Norse and in addition to these, Latin was used in monasteries. For various
reasons, Old Saxon and Old English speakers did not have much contact with speakers
of Old Welsh and Old Irish, but they had intense contact with Old Norse speakers in
the northern part of England.

As speakers of these languages shifted towards Old English, dialectal variations were
found. Initially, Old English emerged with three major dialects: West Saxon, Mercian
and Northumbrian. Contacts among these dialects were not so common, to the extent
that mutual intelligibility became less obvious, e.g.:

Al pe longage of pe Norphumbres, and specialliche at pork, is so scharp, slitting,
and frontynge and vnschape pat we wouperne men may pat longage vnnepe
vnderstonde. (1387 Travisa Polychronicon)

‘All the language of the Northumbrians, and especially at York, is so sharp, harsh,
and grating and formless that we southern men can hardly understand that
language’

This means that English as we know it has never had a single form, but rather existed as
a variety of dialects each differentiated by dialectal differences. This difference became
highly complex during the Middle English period onwards.

What is unique in the history of English is that contacts were made among different
dialects, or with other Germanic languages. Chronologically, the first major onset of
contact was made with Old Norse in Northumbria, where Old Norse speakers might
have lived side by side with Old English speakers under Dane Law. As a result, early
changes were more obvious in the northern part of Great Britain. These two languages
were more or less mutually understandable and speakers did not learn each other’s
languages. Instead, they modified their own language for a better comprehension by
hearers. Details of such changes will be discussed in Section 4. This Old English dialect
became highly influential and transformed the more conservative southern dialects
after the Middle English period (see Townend 2006 and Corrie 2006 for a comprehensive
review). In this transformation, contacts among different dialects were crucial.

Among various social events that stirred the distribution of dialects after the Old
English period, there were at least two major events. The first one was shifts in political
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power, in particular, enthronements of kings that had strongholds in the northern parts
of Great Britain. The onset of the dialect mixing was probably instigated by Richard
III and James I. These kings allowed migration from Scotland or the northern part of
England to London and its surroundings (change of the Royal Courts from Scotland and
Yorkshire, respectively). Without these events, there would have been no opportunity
for common people from different parts of Great Britain to experience different dialects.
The second factor is the Industrial Revolution. There were indeed migrations of people
southwards from the north in search of work during the fifteenth and sixteenth
centuries , but after the Industrial Revolution, movement turned northwards, since
many factories and mines were built in the northern parts of England and more jobs
were created there. An underlying factor here is that people migrated in search of work,
and it is fair to claim that the Industrial Revolution reversed the tide of migration. This
shift spread a mixed dialectal form from the south to the north.

After the Middle English period, the centralised government in London made efforts
to standardise the language, particularly after the reign of Henry V. These efforts took
several centuries, culminating in improvements in the education system, and were not
as significant as the two events already mentioned. This is in part similar to koineisation,
and some previous works have dealt with Middle English or Early Modern English as
a type of koiné, dialect levelling or a standardised language (e.g., Wright 2000, 2005).
However, dialectal levelling may not suffice to explain the whole developmental pattern
found in the history of English. Instead, factors that forced the dialectal mixing (but not
levelling) due to migrations of people may be more important.

What has been rather neglected in studies concerning language contacts is the
intelligibility of the languages involved. It seems natural that fully-fledged creolisation
emerges when two languages in contact are totally unintelligible. Contact-induced
change seems to suggest that any kind of contacts produce creolisation, but when
languages involved in contacts are mutually intelligible, creolisation may not occur
in the commonly accepted sense of this phenomenon. In each case, there are some
changes in grammar (loosely speaking, simplification), but the extent of changes can
vary significantly.

3.3 DIALECT MIXING

The formation of Middle English can be considered a result of creolisation, but what
happened to Old English and Old Norse differs in many ways from the conventional
sense of creolisation: speakers basically preserved their own language while they
indeed modified some parts of grammar, such as inflections. Speakers in the contact area
simply dropped many case markers and kept nominal arguments (along with adjectival
phrases) with bare minimum forms, i.e., a stem. A similar change happened with verbs.
These changes happened in both Old English and Old Norse. This was possible because
these speakers were mutually intelligible, since basic differences between Old English
and Old Norse were not as wide as the gap between their daughter languages now. In
this sense, dialect here refers to much more than a conventional sense of variations
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within a language, say English, and instead, languages within a single language family
can be considered as dialects if they share much mutual intelligibility. Contacts among
such languages are termed here as dialect mixing.

This type of simplification does not add up to a fully-fledged creolisation. Similar
changes have been witnessed in different parts of the world: Scandinavia (for instance,
Swedish changed into its modern shape due to contacts with Danish, and some northern
dialects without much contacts with others still maintain case inflection to this day);
Quechua in the northern Andes region (especially Ecuadorian Quechua. Quechua has
a wide range of dialects and some do not show this type of case inflection at all. See
Muysken 2009); Malay in Indonesia (formulated from different dialects spoken there);
and possibly Swabhili.

These languages are formulated in a slightly different way from creole languages,
although language contacts are also important for the formation of Creoles. These
languages, including Standard English, are used as a lingua franca, but the original
languages involved in formulating such a special grammatical form are mutually
intelligible. Such languages are clearly different from common Creole languages
(contacts among unintelligible languages). Interestingly, languages that have gone
through dialect mixing seem to develop in the same direction (ie., into similar
grammatical structures) regardless of their language family. This is not surprising, since
the environment where these languages are formed is more or less identical, only
differing in the language family.

4, LANGUAGE ORIENTATION AND DIALECTAL MIXING

Mutual intelligibility is only possible in dialect mixing. What is noticeable is the
simplification of grammar, which can be easily seen in comparing the grammar of Old
English with that of Present-Day English. For instance, by losing the case marking, the
use of a nominal phrase became much easier. As a consequence of the loss of case,
word order became fixed. In this way, it is difficult to express subtle discourse factors
such as topic or focus, but sentence formation has become much easier. Also, the active-
passive voice dichotomy gives a rich tool to give variation in the predicate, i.e., the same
predicate can be seen from the perspective of either actor or undergoer, but keeps the
grammar simple enough at the same time (cf. Toyota 2009a).

On the other hand, there is the addition of new grammatical items such as articles.
In a way, the presence of articles makes the grammar more complex, and English has
a wide range of use concerning articles, e.g., definite, indefinite and null articles. This
line of development seems to go against the general trend of simplification. However,
all these changes discussed so far have been created for the purpose of making the
statement clearer for the hearer, i.e., speakers adjusted the grammar so that it becomes
easier for hearers to dissect messages encoded in the predicate. The addition of articles
does not make much difference in a speaker’s expression, but interpretation on the part
of hearers can be improved dramatically. As argued in Toyota and Hallonsten (2011), the
presence of articles is cross-linguistically concentrated around the area where a high
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density of different linguistic communities are found, e.g., Sub-Saharan Africa, Papua
New Guinea, the west coast of North America and Europe (cf. Dryer 2008).

This line of thinking goes along with what Durst-Andersen (2011) terms hearer-
orientation. Basing his analysis on earlier works on semiotics, namely de Saussure
(1916), Biihler (1934) and Peirce (1932), he claims that the arbitrariness of language
argued by de Saussure makes words omnipotent and capable of referring practically
to anything, in opposition to non-verbal communication systems that are always
restricted in use due to the indexical and iconic relationship between content and
expression. He argued that because of this arbitrariness, language can give a semiotic
direction to an otherwise completely static sign. By improving ternary semiotic models
proposed by Peirce (1932) and Biihler (1934), he proposes the following indexes: model
(firstness), symptom (secondness) and signal (thirdness). This allows for the conclusion
that the grammar of a language turns its embedded symbols, i.e., verbs and their
subordinated nouns, into three types shown in (8). They also function as three possible
targets of semiotic direction. The speaker’s model consists of an obligatory choice
between three types of code: situations in a real or an imagined world (situation
orientation), the speaker’s experience or non-experience of them (speaker-orientation)
or the hearer’s experience or non-experience of them (speaker-orientation). Speakers
have to make a choice among these three types, but hearers necessarily involve all three.
In each case, the hearer compensates for those pieces of content that were left out by
the speaker’s choice of semiotic orientation.

(8) a. Models of situations in reality.
b. Symptoms of the speaker’s experiences.
c. Signals to the hearer to find the situations behind the messages.

These differences are clearly represented by certain grammatical structures. For
instance, possession is normally expressed as an extension of static spatial sense
in reality orientation (e.g., location schema (A is at Y) or companion schema (A is
with Y) (Cf. Heine 1997, 47).! Typical examples are shown in (9) and (10). Speaker
orientation explains subtle differences in expression, often using complex modality
system. Evidential is a good example. In each language, it is possible to explain the
source of evidence for one’s statement, but some have grammaticalised it. This structure
can be extremely rich in some language families but not in others. Take for example a
rather complex case. The Cherokee examples in (11) and (12) illustrate how evidential
actually works. The suffix -13i in (11) indicates that a speaker has a first-hand (or direct)
experience in an event, while -e$i in (12) shows that a speaker has to rely on information
inferable from outside. In some languages, the distinction becomes much finer. See
Aikhenvald (2004) for further examples.

1. See Heine (1997) for further typological variations of possession.
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[Irish]
(9) Ta leabhar agaim
is  book at.me

‘T have a book’

[Swabhili (Heine et al. 1991, 117)]

(10) ni-li-kuwa na redio n-zuri
1SG-PST-be with radio CL9-nice
‘T had a nice radio’

[Cherokee (Iroquoian, Aikhenvald 2004, 26)]
wesa u-tlis-18i
cat it-run-FIRST.PST
‘A cat ran’ (I saw it running)
b. un-atiyohl-1si
they-argue-FIRST.PST
“They argued. (I heard them arguing)

(11)

p

[Cherokee (Iroquoian, Aikhenvald 2004, 27)]
(12) a. u-wonis-esi
he-speak-NON.FIRST.PST
‘He spoke. (someone told me)
b. u-gahnan-esi
it-rain-NON.FIRST.PST
‘It rained.” (I woke up, looked out and saw puddles of water)

Hearer-orientation has its own special pattern, and it relies heavily on syntactic
structure to code different meanings. Subtle differences are often not overtly expressed.
For example, consider the examples in (13) from Old English. (13a) and (13b) have
the same verb folgian ‘follow, but the former takes the accusative case and the latter,
the dative case. The difference expressed in the different case markings is the degree
of causation: the accusative case implies that the action has been completed and the
emphasis found in the clause is on the resulting state. The dative case, on the other
hand, refers to the ongoing action, i.e., the causation is in progress. More causation is
found with the accusative case, since the action is complete. In addition to this, the
genitive case used for the direct object as in (13c) refers to the partitive reading, i.e., the
object is only partially affected, and the level of causation is considerably less than the
direct object with the accusative case (cf. Toyota 2008, 2009a). This type of difference
was possible in Old English. This is a typical feature in speaker-orientation, i.e., all
these subtle differences are perceived by each speaker and this is not possible when
the grammar is organised for hearer-orientation, as in the case of Present-day English.
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[Old English]
(13) a. and Jda  folgode feorhgenidlan
and then follow.PST deadly.foes.ACC
‘and then he pursued his deadly foes. (Beo 2928)

b. Him folgiad fugbas scyne
he.DAT follow.PRS bird NOM.PL fair
‘Fair birds shall follow him. (WHom 11.197)

c. pa Ou wilnodest to us paes godes Jde Ju
when you desired fromus the.GEN good.GEN that you
to him  sceoldes
to him should
‘When you desired from us that you should from him. (Bo 19.15)

Another similar example is the expression of perception and emotion. (14) is a
rather typical case of expressing perception or emotion cross-linguistically, where the
experiencer is expressed as an end point in the transfer of stimulus (in this case, used
with the dative case, but it could be in the allative case or in the prepositional phrase
headed by ‘to’ or ‘towards’). This structure, based on a spatial sense of energy transfer,
was originally used, but these structures often change into different forms, e.g., (13) and
its Present-day English counterparts. Thus, in the case of English, Present-day English
uses the nominative form for all kinds of subjects, whether the semantic role is agent or
experiencer. The range of meanings in verbs also varies according to each language. For
instance, (15) from Hittite is related to perception, in the sense of ‘someone went out of
one’s sight, but (16) from Lithuanian could be rather difficult to understand in terms of
perception. It is possible to argue that this example can be interpreted as ‘Jonas did not
feel sleepy’ Some languages such as Serbian or Bulgarian make this distinction in terms
of the active voice, e.g., ‘did not go to bed, and the middle voice, e.g., ‘did not feel sleepy,
as demonstrated earlier in (3). As in case marking, speaker-oriented languages often use
the dative experience structure, but hearer-oriented languages often shift the subject
case marking to unmarked structure, normally nominative in accusative language and
absolutive in ergative languages.

[Old English (restricted to perception)]

(14) Maeg  paes ponne  ofpyncan deodne  Headobeardna
may  that.GEN then displease INF lord. DAT Heathobards.GEN
‘It may displease the lord of the Heathobards. (Beo 2032)

[Hittite (related to perception)]
(15) [kued]aniiki  meerzi

someone.DAT disappear

‘Someone disappears.
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[Lithuanian (beyond perception)]
(16) nesi-miegojo ir  Jonui
NEG-sleep.PST too Jonas.DAT
‘Jonas too did not sleep. (lit. ‘to Jonas did not sleep too’)

All these features found in three different orientation types can be summarised in Table
2. Durst-Andersen (2011) argues that these three types shift historically in a direction
from reality-orientation to hearer-orientation via a stage in speaker-orientation. This idea
is also supported in Toyota (forthcoming), which argues that a majority of the world
languages are speaker-oriented. Native languages in North America (Algonquian and
Na-Dene languages, for instance) and East Slavic languages (Russian and Ukrainian)
are reality-oriented, and hearer-orientation is restricted to some languages, such as
English, Swedish, Danish, etc. It is also difficult to draw a sharp boundary, because
languages continue evolving and comparison is made involving various features. Thus,
the distinction is perhaps best viewed in gradience. However, what is significant here
is that in forming the hearer-oriented languages from speaker-oriented ones, intense
contacts may be needed, perhaps among dialects or mutually intelligible languages.

TABLE 2: DISTINCTIVE FEATURES IN LANGUAGE ORIENTATION

Reality-oriented Speaker-oriented Hearer-oriented
Representatives Russian, Chinese Bulgarian, Turkish English, Danish
Basic Unit Situation Experience Information
Speaker Orientation  Third person First person Second person
Speaker Function Reporter Commentator Informer
Identification Mark Aspect Prominence Mood Prominence Tense Prominence

Various changes that shaped Present-Day English are a result of a shift to hearer
orientation. Thus, the grammar is formed so that speakers leave various clues for
hearers to decode messages more easily. This is aided largely by simplifying earlier
speaker-oriented grammar, but also adding new items such as articles. Articles do not
carry much significance from a speaker’s perspective, since the speaker knows the exact
referent being referring to. However, by developing articles, it becomes much easier for
hearers to comprehend the reference made in a statement.

5. SUMMARY

This paper has argued that the grammatical peculiarities of English grammar stem
from its formation through a specific kind of contact, i.e., among mutually intelligible
languages. Such a contact was first made with Old Norse, then among different dialects
through some social events such as the enthronement of James I and Richard III
and the Industrial Revolution. The onset of such changes can be roughly identified
around the fifteenth century. This is also the period when various social changes
happened in continental Europe through increased contacts after the Renaissance and
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the Enlightenment. Changes observed in Great Britain can be considered the result
of influence from continental Europe, but this island did not receive much influence
from the continent and it is more likely that various influences were created internally.
Thus, social changes that happened within Great Britain created an environment where
mutually intelligible languages or dialects became mixed and speakers altered their
grammar for better and smoother communication.

In considering the grammatical changes in English, it is quite beneficial to incorporate
linguistic supertype, especially speaker- and hearer-orientations. Old English was based
on speaker-orientation, but Present-Day English has become hearer-oriented. This is
because of the contacts among mutually intelligible languages, and this type of contact
induced a specific kind of change, e.g., grammar is altered so that hearers can decode
messages more easily. This is often represented by simplification, but also some additions
can be found, such as articles.

All in all, the grammar of Present-Day English is full of peculiarities, and the way
contacts were made in the past in Great Britain somehow contributed to this fact. Thus,
the history of English can be given a new look by considering how contacts were made
and how much impact mutual intelligibility in contacts can cause historical changes.
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ABSTRACT: The paper introduces the results of an analysis of a linguistic corpus consisting of ten
transcriptions of interviews with Slovak immigrants who represent various waves of immigration
to Canada as well as various ages, educational backgrounds, occupations and genders. The
immigrants’ discourse was analyzed using linguistic and sociolinguistic methods. Special attention
was paid to alternation of Slovak and English, switching of codes and languages, collapse of
communication and inability to express an idea, especially in cases when respondents attempted to
describe a cultural phenomenon alien to their original culture. The paper defends the argument that
the often criticized imperfection of permanent immigrants’ use of their mother tongue is a both
logical and inevitable outcome of immigration, because bi-cultural and/ or poly-cultural persons
often lack the linguistic tools to express different cultural situations.
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1. INTRODUCTION

Immigration is one of the essential factors that has an impact on the form and content of
one’s mother-tongue usage on many levels: linguistic, psycholinguistic and sociolinguistic
as well as intercultural. Predominance of a new language, e.g., English, and one’s
functioning in a new dominant culture often results in malformations of one’s mother
tongue, such as interference, lexical borrowings, archaisms, etc. On the basis of ten oral
interviews with Slovak immigrants in Canada, I will demonstrate how immigration alters
one’s discourse. I will also try to defend the argument that there is a correlation between the
state of one’s native language and extralinguistic, i.e., cultural, phenomena that inevitably
interferes with one’s mother tongue during life abroad, insofar as one’s mother tongue
lacks the linguistic tools to denominate these phenomena, and the speakers often switch
between two languages to express phenomena alien to their native culture.

2. Corrus DESCRIPTION

The research is based on ten autobiographic oral interviews conducted in two formats:
directive (based on an interview questionnaire and structured questions) and non-
directive interviews (informal discussions leading to open-ended or semi-structured
questions). Interviewees were asked forty-three questions related to their immigration
and relationship to Canada, their attitude towards Canadians and towards the English
language. The interviews started with ice-breaking, formal and structured questions and
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then moved on to more open-ended questions. Some questions purposely overlapped
to facilitate the verification of responses. In order to provide the most reliable corpus, I
selected a diverse immigrant body representing age, educational, occupational and gender
groups as well as various waves of immigration (Javoréikova 2011).

As further specified in the research, Slovak immigration to Canada can be divided into
six waves: (1) Slovak immigration to Canada prior to 1900; (2) Pre-WWII immigration; (3)
Post-WWII immigration and immigration after 1948; (4) Immigration after the Russian
Invasion in 1968; (5) Immigration and brain drain after the Velvet Revolution in 1989 and
(6) Economic migrants during the post-2008 “Visa-free period” (Javorc¢ikova 2010, 294).

The interviewees are representatives of the third, fourth and fifth waves of
immigration. I did not manage to find anybody representing the first, second or last waves
of immigration, nor representatives of the Slovak Roma minority in Canada. Also, no
residents of the Francophone part of Canada were interviewed.

Linguistically, interviewees were all bilingual in English and Slovak. Gender wise,
they were a mixed group consisting of six men and four women. The interviewees also
comprise a mixed-age group. The average age range of newcomers to Canada who wanted
to start a new life there was thirty to forty years of age. Education is another factor that
can influence one’s discourse. All interviewees were at least secondary-school educated
and were experts in certain fields, such as engineering, teaching, computers and business.
I assume the Canadian point system for admittance of immigrants had determined
these minimum qualifications. As of immigrating, the interviewees in our body had
attained: secondary-school education (4); vocational training (1); university education
(3) and post-doctoral studies (2). Some interviewees, however, were not able to proceed
in their original professions once they came to Canada. They had to attend various
re-training courses in order to extend their qualifications or switch to a completely
different profession. One of the interviewees said that the inability to find work in his
field was the reason why he had actually decided to return to Slovakia. However, two
of the interviewees were not only able to find work in their fields but gained high and
prestigious academic standing and are currently teaching at Canadian universities. All
the aforementioned phenomena affecting the discourse of Slovak immigrants to Canada
have been taken into consideration in this study. Nevertheless, primary attention in the
discourse analysis has been paid to those alternations of discourse in the interviewees’
mother tongue (Slovak) that obviously resulted from the experience of immigrating to
and living in an English-speaking environment (Canada).

3. DISCOURSE ANALYSIS

Immigration has a tremendous impact on all linguistic levels (e.g., grammatical, lexical,
morphological, and syntactical) of one’s discourse. In the analysis of the gathered
interviews, I focused on the three most prominent areas of linguistic alternations
influenced by immigration: 1. Grammatical aspects — word malformations and excessive
passive voice; 2. Morphological aspects — neologisms, hybrid words and calques; and
3. Semantic aspects — code /language switching.
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3.1 GRAMMATICAL ASPECTS — WORD MALFORMATIONS AND EXCESSIVE PASSIVE VOICE

Very few people speak correctly all the time. Even those who have been living in
their homeland all their lives display a wide range of digressions from the language
standard. These digressions include, for example, incorrect declensions, plural forms,
and syntactic variations—to name but a few. The interviewees, however, displayed
several grammatical malformations that, compared with the Slovak National Corpus
(SNC), do not commonly occur among those who permanently live in a Slovak-speaking
environment. All interviewees made grammatical mistakes of varying frequency. These
included mostly grammatical errors, incorrect word formation and excessive passive
voice. Grammatical mistakes, especially incorrect declension, were the most frequent
language slips. As English features minimal declension, the interviewees, out of practice
in their mother tongue, often forgot to decline a noun or did so incorrectly, for example
*majitel vizumu (Instead of: majitel viz; English: visa holder). Viza is a Latin-rooted
word that has entered the everyday Slovak lexicon. As it happens, among the Slovaks,
the plural form viza is used much more often than the singular vizum (SNC; 2,091
occurrences of visa used in singular compared to 1,262 occurrences of vizum) even when
referring to a single document permitting entry into a foreign state. The interviewee
who has been living in an English-speaking environment, however, prefers to use
the word as a singular form and combines it with an incorrect suffix (*vizum-u).
Such spontaneous combination produces an unexpected neologism that is completely
unknown in standard Slovak (SNC; 0 occurrences).

The adverb more also interfered with the interviewees’ Slovak. One of the
interviewees for example said: *My sme viac striktni (Instead of: My sme striktnejsi;
English: we are more strict). Such a variant is a word-for-word translation of the English
adverb more (viac in Slovak) to form a comparative, which is incorrect in standard
Slovak (SNC; 20 occurrences of striktnejsi compared to 0 occurrences of viac striktni).

Even though experts vary on the issue of passive voice in Slovak, many linguists
consider numerous passive structures when used in spoken Slovak obsolete or inefficient
(Melicher¢ikova and Jambrichova 2009, 177), with the active voice preferred. One of the
interviewees used the structure: . . . tak, aby *bol viac vyuzZivanym prostriedkom dialogu
(Instead of: . . . tak, aby ho viac vyuzivali ako prostriedok dialogu; English: . . . so that
it is more used as a means of dialogue . . .). In present-day Slovak, the passive voice
would be replaced by an active-voice form (SNC; 6 occurrences of aby (ho) vyuzivali
compared to 4 occurrences of aby bol vyuzivany), however, the difference in frequency of
usage is not dramatic. The explanation of this phenomenon is twofold. First, the impact
of English has influenced present-day Slovak and many language taboos, including the
usage of the passive voice in spoken style, have been loosened. The second explanation
lies perhaps in the diachronic view of the Slovak language, as it is a young language
(created in 1844), and there have been historical tendencies to protect and purify it from
alien phenomena (Dolnik 2010, 65-75). However, as Dolnik points out, these tendencies
have recently been increasingly criticised and questioned by liberal scholars (Dolnik
2010, 78; Kacala 1998, 62) who see language not as a fixed system but as an open system
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absorbing new functional trends (Dolnik 2010, 75). In analysing the immigrant discourse,
I cannot support the position that the use of the passive voice stems from the lack of
everyday contact with their mother tongue and the resultant stagnation of language or
inability to use all parts of the language correctly and promptly.

3.2 MORPHOLOGICAL ASPECTS — NEOLOGISMS, HYBRID WORDS AND CALQUES

English and Slovak represent two different types of languages; English is analytic, while
Slovak is synthetic. In Slovak, inflections can create new forms of a word, such as
declined nouns or diminutives. With the massive influx of English words into the Slovak
lexicon, the Slovak language displays a recent trend of phonetically-spelled versions of
English words combined with Slovak inflections. For example, to express the verb to
chat in Slovak, one can use both forms (the English stem and Slovak inflection) and be
perfectly understood:

English: to chat, i.e., Slovak: ¢efovat = cet (foreign stem) + ovat (verb suffix)
Other examples of this phenomenon include:

English: to malil, i.e., Slovak: meilovat = meil + ovaf
English: to skype, i.e., Slovak: skajpovat = skajp + ovat

The advantages of the resulting form lie in the possibility of conjugating an originally
foreign (often computer-related) word that for cultural or technical reasons does not
occur in the standard Slovak lexicon. The ensuing brevity and applicability seems too
tempting not to use, even though some new forms have not been officially accepted
into the formal style and, sometimes, the meaning of the final form is altered (for
example, in English to mail means to send a letter or a parcel by post, while meilovat in
Slovak means to send an e-mail). These hybrid forms, however, were frequently used by
almost all the interviewees. I suspect such hybridization of Slovak and English words
reflects the general tendency toward brevity of expression as well as toward the use of
globalized, universally understood expressions.

On the other hand, the interviewees also used hybrid forms that replaced common
Slovak expressions and thus sounded very alien for the users of living Slovak language.
Some of these examples include:

ENGLIsH IMMIGRANT-SLOVAK COMMENTARY STANDARD SLOVAK
HYBRID
to cross (e.g., a street) *kros-(n)at verb+ut (Slovak suffix ~ prejst
for infinitive)
to check (e.g., e-mail) *Cek-(n)at verb+ut (Slovak suffix skontrolovat /
for infinitive) kontrolovat
*Cek-ovat verb+ovat (Slovak

suffix for infinitive)

to take (a bus) *tejk-(n)at verb+ut (Slovak suffix ist (autobusom)
for infinitive)
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Even when used in a dialogue with another bilingual person, some scholars (Dolnik
2010, 77-80; Kacala 1998, 63) consider this type of hybridization detrimental to
one’s mother tongue as it replaces functional standard expressions in the language.
Hybrid forms and neologisms also tend to take over standard Slovak expressions (for
example kontrolovat, skontrolovat, pozriet, dohliadat, revidovat, monitorovat, preverovat,
dozerat standing for the English verb to check are reduced to a single expression
Ceknut/ Cekovat' ). When used by a resident in Slovakia, they are results of one’s own
choice and reveal personal idiosyncrasies; however, when used by a person who
permanently lives in an English-speaking environment, hybrid words reveal the impact
of one’s adopted language (English) one one’s mother tongue.

Calques (literal translations of a phrase to the target language) are a special area of
interference that combines grammatical and morphological areas. These expressions
sound alien in Slovak as they often deviate from usual collocations and are not
recognized by the SNC. Examples of calques used in interviews include:

SLOVAK CALQUE ENGLISH STANDARD SLOVAK
*nedodrziavam religiézne veci religious matters nabozenské zaleZitosti
*nie som hudobny ¢lovek I am not a musical person nemam vztah k hudbe
*verejna doprava nie je taka public transportation is not as ... taka rozvinuta . . .
rozpracovana ako u nas developed as ours

*blahozelacie pozdravy greeting cards blahozelania

Entire sentences were also subject to semantic-morphological alternations. For
example: *Musim ist na inu robotu (Instead of: Musim zmenit pracu; English: T have to go
for another job). I assume the expression *ist na ini robotu has been altered by several
factors; the universal nature of verb “to go” in English that tends to be combined with
a multiplicity of words and also by the phrase “go for it” Both might have influenced
the resulting Slovak hybrid phrase meaning to go for another job.

Similarly, one of the interviewees, combined several incongruent Slovak phrases.
When asked how well she speaks French, she responded, *Velmi zaklady (Instead of
velmi malo or iba zaklady; English: very basic).

The gathered calques and hybrid words do not follow standard Slovak (none of them
is recognized by SNC) and were formed as a result of the necessity to express oneself
quickly and efficiently. Thus, they represent immediate associations or psychological
reflections of the notional meaning the speaker wanted to transfer. They help to
successfully overcome any collapse of communication; however, their occurrence is
random (the speaker may later remember the correct word and phrase and use it
accordingly) and individual.

3.3 SEMANTIC ASPECTS — CODE / LANGUAGE SWITCHING

Language switching, also known as code switching, dramatically varies from calques
and hybrid word formation. David Crystal suggests that code switching in bilingual



116 THEORIES AND PRACTICES

speech denotes the transfer of linguistic elements from one language to another (1995,
449). This type of alteration between languages occurs commonly among bilinguals and
may take a number of different forms, including alteration of sentences and phrases
from both languages succeeding each other and switching back and forth in a long
narrative. Vivian Cook estimates the amount of code switching in normal conversations
amongst bilinguals and claims that code switching consists of 84% single word switches,
10% phrase switches and 6% clause switches (1991, 65-66). There are a number of
possible reasons for switching from one language to another, which range from social
exclusion of unwanted listeners to compensation for deficiency in the newly-gained
language. As Richard Skiba notes, this type of code switching tends to occur when the
speaker is upset, tired or distracted in some manner (1997, 1-3).

The interviewees displayed all three types of code switching but word switches were
the most frequent. The following chart lists selected examples of single word switches
that occurred among the interviewees:

SLOVAK-ENGLISH WORD SWITCH  CORRECT ENGLISH CORRECT SLOVAK
(1) Pracovala som ako nanny I worked as a nanny Pracovala som ako
pesttinka / opatrovatelka

(2) Mam appointment I have an appointment Idem (k lekarovi)

(3) Clovek straca pocit unity One loses the feeling of unity Clovek straca pocit jednoty

(4) Hladali sme ¢i slobodu, ¢i We were searching for either Hladali sme ¢i slobodu, ¢éi
opportunity freedom or opportunity prilezitost

(5) V roku 2002 som dostala In 2002 I obtained citizenship V roku 2002 som dostala
citizenship ob¢ianstvo

(6) Oni maju uplne iny accent They have a completely Maju Gplne iny prizvuk

different accent

Phrase and clause switches also occurred in interviews. For example, one of the
interviewees starts her sentence in Slovak but finishes it in English: (7) “Myslim, ze
¢lovek straca pocit takej . .. unity . .. Proste, Ze tvoja. .. persona . . . osobnost sa rozdvoji,
proste ze fungujes slightly different in Canada, a slightly differently in Slovakia . .”
When compared with interference (e.g., calques), these word, phrase and clause
switches are very different and, as Skiba notes, should actually be viewed as an extension of
language for bilingual speakers as it compensates for some difficulty, expresses solidarity,
conveys an attitude or shows social respect (Skiba 1997, 1-3). The word nanny as used in
the structure (1) illustrates the difference. Nanny is a surprisingly alien word in the lexicon
of living Slovak (SNC; 0 occurrences) and culture, as it is not common to hire a nanny or a
babysitter in Slovakia. The Slovak words opatrovatelka/ pestinka usually denote an older
person working part-time. Thus there is no adequate equivalent of the word nanny, and
therefore the speaker used the English equivalent to supplement her Slovak.
Appointment as used in (2) was another of the most frequent English words to
sneak into the immigrants’ Slovak. Even the oldest interviewee used an interesting
switch when he said: "Mam appointment (s ndjomcom). Indeed, this may reveal the
cultural importance of this word in Canada and the USA, where distances play a
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greater role and one should better plan meetings ahead to avoid disappointment. On
the other hand, planning meetings ahead has long been alien to Slovak culture — one
can simply walk into the doctor’s waiting room and wait to be treated. It thus follows
logically that the English word appointment does not have a stylistically adequate
Slovak equivalent: schédzka sounds too informal; stretnutie is too businesslike and does
not fit all situations. For example, one would not say that he or she has a stretnutie
with the doctor in Slovak — *Mam stretnutie u lekara/s lekarom. Of course, there does
exist the Slovak phrase Som objednany k . . . but it is not transferable to all contexts.
For example, one would not use it in connection with their landlord (*Som objednany
k nijomcovi/domacemu). Thus, the use of the English term reflects the need to fill
the blank space left by the lack of a word-for-word translation. The English word
appointment is also generic enough to fit many contexts and styles.

An example of politically motivated code switching is represented in (3). It is
supposed that as immigration is not an issue in Slovakia, the Slovak language also lacks
vocabulary to denote phenomena connected with immigration, living and experiencing
life in a new country, etc. Thus, the word unity lacks an adequate translation that would
fit in this context (SNC only recognizes the English word unity used in an entirely
Slovak text in reference to computers and engineering but not as a psychological
category involving the psychological complexity of an individual), and the speaker,
when discussing the matter with another bilingual interlocutor, used the English word.
The same argument may explain the use of the English words citizenship in (5) “dostala
som citizenship” and opportunity in (4) “hladali sme ¢i slobodu, ¢i opportunity” These
expressions were connected with the Canadian part of the immigrant lives, and they
carry great emotional weight for them. Thus, their English equivalent occurred to them
first when they tried to describe their Canadian experience.

The major motivation for code switching in (6) “oni maja plne iny accent . ..” as
well as in phrase / sentence switch (7) “. . . proste Ze fungujes slightly different in Canada,
a slightly differently in Slovakia . . ” is the desire to express the difference between one’s
cultural experience in their native country and in Canada. To intensify the difference,
the speaker automatically switched to English when referring to the Canadian accent
and the way of living.

For all the aforementioned reasons, code switching can be understood as an
enrichment of one’s language when used between two or more bilingual speakers as
it has a strong intercultural motivation, and except for the linguistic message, it also
reveals the social and even political context of the user. Skiba (1997, 1-3) concludes
that code switching should be viewed as a provider of linguistic advantage rather than
an obstruction to communication.

4, CONCLUSIONS

The specific personality of a bilingual person has not been fully explored worldwide
(Titone 1999, 18) as well as in relation to the Slovak language (Djov¢os 2010, 148).
Thus, there is a need for a systematic investigation of individual linguistic choices
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and preferences conducted by professional linguists, psycholinguists and neurologists.
Selection of words and expressions, whether or not expressing oneself in one’s mother
tongue, is not only a matter of one’s linguistic abilities but also of one’s psychological
state and thus can be subject to psycholinguistic analysis. Some alternations in one’s
mother tongue may be caused by lack of contact with the living language and its
recent developments (these include mostly grammatical malformations as analysed
in 3.1). Other alternations stem from over-exposure to the newly-acquired language
(English). These include calques and various morphological malformations motivated
by effective well-known English words, such as to check (¢ekniit; cekovat). This group of
words analysed in 3.2, reflects the recent tendency toward globalization and merging
of cultures that has affected linguistics as well. Other motivations for the selection
of words, however, may be felt to lie deeper in one’s perception of the world as the
superego. The use of one’s mother language, after one has been exposed to life in an
English-speaking environment, is affected by a double cultural experience. It therefore
requires more effort on the part of the individual to achieve effective communication,
as one has to make choices between expressions according to their personal and
emotional load. “Bilinguality implies a degree of communicative competence sufficient
for effective communication in more than one language; effectiveness requires the
ability to correctly understand the meaning of messages and/or the parallel ability
to produce intelligible messages in more than one code” (Titone 1999, 18). The ability
to produce messages in several codes includes also the ability to supply the most
satisfactory replacement word if one’s native tongue lacks the exact semantic, stylistic
or cultural equivalent of the desired expression. Such examples were explored in 3.3.

From the point of view of a bilingual person, a distinction should be made between
immigrants’ often-criticized morphological and grammatical imperfections in their
mother tongue and code switching, which helps to fill blank spaces in the Slovak lexicon
in a bilingual situation. Such linguistic alternation is thus both the logical and inevitable
outcome of immigration, because bi-cultural and poly-cultural persons often lack the
linguistic tools to transfer a different cultural milieu correctly back to their mother
tongue.
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ABSTRACT: Malaysia has one of the densest concentrations of languages in the world, with more
than one hundred languages spoken in the country. The present paper aims to provide a modest
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1. INTRODUCTION!

For a sociolinguistically-oriented scholar, Southeast Asia is interesting for many
reasons. It has one of the densest concentrations of languages in the world, with some
of the languages (e.g., Javanese or Vietnamese?) ranking among the top twenty in terms
of their number of native speakers. The history of the region, namely its colonization
by the European powers and migration from other Asian countries, resulted in the
introduction of languages such as English, Dutch, Portuguese, Chinese or Tamil, some
of which are still influential: they either function as mother tongues of some language
communities or play an important role as contact languages. Additionally, Southeast
Asia shelters a large number of languages that are seriously endangered and face the
threat of extinction, which makes the territory important for those sociolinguists and
linguistic anthropologists who are concerned with language revitalization.

In this paper, I will provide an insight into the linguistic diversity of the region, putting
the emphasis on the situation in Malaysia. My plan is to take account of Malaysia’s
national language policy and to show how it affects the status of both the dominant
and minority languages. In doing so, I would like to illustrate the country’s present-day
language variety as well as the prospects for the future, particularly discussing the role
of the English language as a lingua franca of the Malaysian monarchy.

1. The paper is based on my research stay in Malaysia in December 2010. Besides my personal field work
and related literature, the details presented here come from relevant chapters in Omar (2004).

2. According to Comrie’s calculation (2007, 19), the number of native speakers of Javanese is 65,000,000,
while the number of native speakers of Vietnamese is 50,000,000.
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2. LANGUAGES OF SOUTHEAST ASIA

Geographically speaking, Southeast Asia is a part of Asia that comprises territories
located east of India, south of China, north of Australia, and west of Papua New Guinea.
The twelve countries belonging to the region are usually divided into two categories:
(1) mainland and (2) maritime. The former category includes Cambodia, Laos, Burma,
Thailand, Vietnam and Peninsular Malaysia. The latter group includes Singapore, East
Malaysia, Brunei, Indonesia, the Philippines and East Timor. Other classifications also
include Taiwan, Hong Kong, Macau, the Andaman and Nicobar Islands.?

According to the Ethnologue catalogue (see Lewis 2009), there are 1,480 living
languages spoken actively in the region. From the genealogical point of view, i.e., from
the standpoint of the classification of languages according to their genetic relationships,
they can be divided into seven language families: (1) Austro-Asiatic (e.g., Khmer in
Cambodia), (2) Austronesian (e.g., Malay), (3) Tai-Kadai (e.g., Thai, the national language
of Thailand), (4) Sino-Tibetan (e.g., Chinese), (5) Dravidian (e.g., Tamil), (6) Indo-
European (e.g., English), (7) Afro-Asiatic (e.g., Arabic). Only the first three families are
referred to as indigenous to Southeast Asia; the remaining languages originated beyond
its borders and have diffused in the modern age as a result of religious, business or
colonial administration.

As could be expected, the typological point of view, based on the classification of
languages according to their structural features, proves to be multifarious as well. There
can be found instances of agglutinative (e.g., Malay) and tonal languages (e.g., Chinese),
or languages that are largely inflectional (e.g., some languages of India). Word order
varies from SVO (Chinese) to SOV (e.g., Tamil) or VSO (Arabic).? Due to interaction
between speakers of various languages, the language situation in Southeast Asia is in a
permanent state of change. This is especially true in Malaysia, where the encounter of
many different languages has created a linguistic synergy between them.

3. THE LINGUISTIC SITUATION IN MALAYSIA

The most recent estimates state that there are currently 137 languages spoken in
Malaysia. To save space, let me mention only those that are used in the peninsular part
of Malaysia; the situation in the insular part is much more complicated. In alphabetical
order, the languages are as follows: Batek, Cheq Wong, Chinese (Hakka, Mandarin, Min
Dong, Min Nan, Pu-Xian, Yue), Duano, English, Jah Hut, Jakun, Jahai, Kensiu, Kintagq,
Lanoh, Mah Meri, Malay, Minriq, Mintil, Orang Kanaq, Orang Seletar, Sabiim, Semai,
Semagq Beri, Semelai, Semnam, Tamil, Temiar, Temoq, Temuan, Tonga.’ The list includes
neither Arabic (which is used only in religious ceremonies) nor numerous pidgins and
creoles based on some of the languages just listed.

3. Cf. notably Bateman and Egan (1993).

4. For details on the typological character of the languages spoken in Malaysia, see, for example, Cermak
(2001); Klégr and Zima (1989); Krupa, Genzor and Drozdik (1983).
5. The list is based on the Ethnologue directory of the world’s languages (Lewis 2009).
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Four dominant languages can be distinguished: (1) Malay - the only official language
in the country — with some ten million native (L1) speakers; (2) Chinese and (3) Tamil -
used in immigrant communities from the respective countries — with approximately
five million native speakers for the former and one million for the latter; (4) English -
established due to British colonial rule during the nineteenth and twentieth century -
with over 300,000 L1 speakers. Considering the written language, Malaysians mostly
use either the Arabic-based Jawi script or the Latin alphabet; nevertheless, Chinese
forms and numerous Indian scripts are also used. Several minority languages so far
have no written tradition.

As a multilingual country, a large portion of Malaysia’s population is multilingual.
The inhabitants — whether ethnic Malays, English, Chinese, or Tamils - commonly use
more than one language in everyday communication, switching from one to another
according to communicative situations and in order to achieve diverse communicative
goals. The long-established contacts among different language communities have
resulted in the development of the so-called contact languages or speech forms. Since
more and more Malaysians are proficient in Malay, colloquial Malay (bahasa basahan)
has acquired the status of the most widely spoken contact language (Omar 2004, 14).
Among other codes of wider communication belong, for example, a Malaysian variety of
English, bazaar Malay — a Malay pidgin, or Mandarin Chinese, used as a communicative
resource for speakers of different Chinese dialects.

The picture of the language situation in Malaysia would not be complete without
noting the hybrid language forms usually labeled as ‘creoles’ There are two main
instances of these originally pidgin varieties that later evolved into the first languages
of particular ethnic groups: (1) Malaccan Creole Malay and (2) Malaccan Creole
Portuguese.

4. MarAaysiA’s NATIONAL LANGUAGE PoLricy

Hopefully, even an outline as brief as the one presented above is illustrative enough
to show why the Malaysian government considers it important to pay attention
to language issues. “National-level language planning is necessary in a multilingual
society such as Malaysia for various reasons: to enhance efficiency in communication
between government and the people, to ensure a common language for education,
and to maximize economic opportunity” (Omar 2004, 127). In this respect, relevant
institutions, especially the Ministry of Education and the Institute of Language and
Literature, implement explicit language policies, affecting school instruction, media,
business, industry, and in this way also the status and prosperity of individual
languages.

Malaysia is one of the few ex-British territories where English is not an official
language. Following independence in 1957, the Malaysian authorities adopted Malay as
the only national language, and ten years later it became the only officially recognized
language in the Malaysian monarchy, while English lost its official status. Both the
written and spoken language used in parliament proceedings switched from English
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to Malay by 1980 (Ostler 2010, 11). The Education Act, passed in 1970, required that
all national primary and secondary schools conduct lessons exclusively in the Malay
language. At the turn of the millennium, concerns began to appear that the knowledge
of standard English among Malaysians had declined, which might hamper access to
international scientific communities in the future. For this reason, in 2003 the Federal
Cabinet allowed the English language “to be used as the medium of instruction in the
fields of engineering, medicine, science and other technical subjects in institutions of
higher education” (Morais 2001, 34).

The fact that the governmental authorities have always promoted Malay has a
significant impact not only on the status of the English language but also on the
other languages — both dominant and peripheral. Although the Federal Constitution
enshrines the right of every Malaysian ethnic group to use and preserve its own mother
tongue, the everyday reality gives evidence that the linguistic situation is undergoing
numerous shifts. If students at Chinese and/or Tamil national-type schools want to
be awarded final certificates, they must pass classes in Malay. While Chinese and
Tamils have at least their own press and broadcast media, the speakers of minority
indigenous groups (Orang Asli), scattered in rainforests and highlands, are experiencing
a demographic crisis as their traditional way of life — as nomadic hunters, gatherers or
farmers - is being jeopardized by a series of environmental changes and modernization
in general. The Aslian languages are under serious threat. They are being used by ever
fewer speakers, in fewer social domains, and they are suffering structural simplification
and/ or shifting to Malay. Some of the languages (e.g., Wila or Ple-Temer) have already
disappeared.

Language death is a topical, and at the same time controversial, issue that divides
scholars (and the general public as well) into two main groups. One group advocates a
pro-survival approach, while the other group could be described as anti-survival. Most
generally, the pro-survivalists argue that language death should be viewed as a terrible
loss, similar to the death of animal species, and that language renewal is thus beneficial.
By contrast, anti-survivalists stress the fact that languages have always died out, and
they campaign for language homogenization.

Being a representative of the pro-survival movement, I am glad to see that some
work is being done in order to support the language revival of the Aslian languages.
Some schools have introduced classes in the minority languages. There are several
organizations that focus on the documentation and promotion of languages (e.g., the
Center for Orang Asli Concerns). Intensive research has been carried out by several
field linguists.

6. For example, in 2004 Nicole Kruspe published A Grammar of Semelai, and in 2005 Nicholas Burenhult
published A Grammar of Jahai.
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5. THE STATUS OF MALAYSIAN ENGLISH

Unlike the Aslian languages, English does not have to worry about its existence.
However, as regards the language environment in Malaysia, English is slowly losing
ground and becoming less important. In view of the fact that English dominates the
world as a current global lingua franca, this may come as a surprise. On the other
hand, the Malaysian experience supports the opinion shared by Nicholas Ostler, one
of the most respected experts in the field, that no language can be sure about its future,
especially its future as a universal language. “It is only to be borne if necessary for some
greater good. If not, then at the first opportunity it will be laid down. One day English
too, the last lingua-franca to be of service to a multilingual world will be laid down”
(2010, 286).

The history of English in Southeast Asia dates back to the final years of the
eighteenth century, when an English settlement was established on Penang, a small
island off the shore of Peninsular Malaysia, in 1786. Penang Free School, the very
first English language school, opened in 1816. (Omar 2004, 60), and other schools in
the Malaysia area (e.g., Singapore 1823, Malacca 1826, Kuala Lumpur 1894) — usually
founded by Christian missionaries — quickly followed. These first schools were open
solely to the families of British administrators. Only the need to sustain the economic
system that was rapidly evolving in the second half of the nineteenth century drove the
British colonial officials to offer English language education to the Malay population.
They founded the Malay College at Kuala Kangsar in 1905 and a chain of English-
medium schools in the following decades.

Except for a short period during World War II when the region was occupied by
Japanese troops, the British crown controlled Malaysia was controlled by the British
crown for more than a century (British colony of the Straits Settlements 1826 -
independence 1957). During this time, the English language spread and flourished. It
was endorsed as the medium of law, administration, and education, and at the same
time it was used in other contexts as well.” After independence, English was suppressed
as the language of the former colonial overlords, and lost its dominant role. Today
it is appreciated for its international rather than intranational potential. The main
contact language of the multilingual Malaysians is Malay, which had actually been a
lingua franca of the region long before the arrival of the British colonists. For religious
purposes, Malaysia — as an Islamic country — uses Arabic. English is used mostly as a
second or third language. A large proportion of Malaysians are not aware of its standard
form and use a pidginized variety. As Crystal summarizes: “The traditional prestige
attached to English still exists, but the general sociolinguistic situation is not one which
motivates the continuing emergence of a permanent variety of ‘Malaysian English’
(Crystal 2002, 104).

7. Crystal (2002) gives an example of the Straits Times, the English-language daily newspaper which was
launched in 1845.
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The characteristic features of present-day Malaysian English, summarized by Baugh
and Cable (2002, 327-28) and Kirkpatrick (2007, 119-36), are as follows: (1) In grammar,
the lack of an ending to mark the third person present tense of the verb (e.g., He go to
work.); the omission of be both as a copula (e.g., The restaurant — very cheap.) and also
as an auxiliary (e.g., He — working.); incorrect word order in indirect questions (e.g.,
Could you tell me where is the shop?). (2) In phonology, syllable-timed rhythm (unlike
the stress-timed rhythm in British and American standards). (3) In lexicon, the addition
of words from local languages, including some grammatical particles (e.g., la or a). Most
of these (socio)linguistic features are due to the influence of Malay, Chinese and Tamil.

6. THE FUTURE OF LANGUAGES

Although no one can calculate the future, let me try to conclude the paper with a
possible language scenario to which Malaysia might be exposed in the coming years.
The country will keep its multilingual character, with Malay as the only national
and official language. A large number of contact and hybrid languages will be used,
depending on the situational context and communicative purpose. Knowledge of
standard English will be valued as a means of communication with the outer world,
while the English language used in daily interaction within Malaysia will have the form
of a non-standard, even pidginized variety, influenced in character by Malay, Chinese
and Tamil grammatical rules, intonation and lexicon. It is very likely that some of the
endangered languages will lose their active speakers; however, at least a part of the
vanishing language resources will be recorded in the form of grammars, dictionaries
and collections of mythologies.
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1. LANGUAGE AS MULTIFUNCTIONAL SYSTEM

Language as a highly flexible phenomenon invites possibilities of altering the
systemic functional hierarchies by creating new and intricate connections between the
components of the system. Crystal (2011, 201) discusses the prevailing use of language
by stating that “certainly the primary purpose of language is for communication.” In
his view, communication is a multifaceted notion comprising not only language for
information, i.e., expressing ideas and opinions, but also other uses such as playing
with language, i.e., using puns, irony, talking nonsense, expressing identity, expressing
emotions, filling the silence, changing the world and language for thinking.

2. CHANGES IN LANGUAGE PRACTICES

Changes in language practices are the reason for the existence of a high degree of
emotiveness in media discourse. The striking shift in the dichotomy intellectual vs.
emotive towards the strong emotive character of the discourse content can be observed
not only in tabloids but also in serious papers. As Fairclough (1993, 204) stated, “a
central manifestation of increasing informality” can be observed, which results in
a high degree of convergence between newspaper categories. What Vachek (1976)
labels intellectual content as a manifestation of restricted emotions is giving way to
a manifestation of strong emotions. It can be generally stated that in contemporary
usage a conspicuous change has occurred, largely based on a lack of balance between
facticity and emotiveness.

Fairclough (1993, 6) makes the following observation: “. . . I believe that there has
been a significant shift in the functioning of language, a shift reflected in the salience
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of language in the major social changes which have been taking place over the last few
decades. Many of these social changes do not just involve language, but are constituted
to a significant extent by changes in language practices” My hypothesis is based on the
observation that in media language the share of information tends to be diminished in
comparison with the amount of attitudes and emotions expressed.

Several decades ago, emotions and attitudes used to be understood as a typical
feature of spoken language, mainly face-to-face conversation. In his treatise “Two
Chapters on Written English” (1976, 414), Vachek makes the following distinction
between spoken and written language: “. . . written utterances are especially fitted to
serve in those situations in which . . . concentration upon the ‘intellectual content’
(and, therefore, greatest possible restriction of emotional component parts) appears
particularly desirable. . . . On the other hand, everyday-life topics, simple narratives
and the like, which are always more or less tinged with emotional elements, will be
most efficiently conveyed by means of spoken utterances.”

Language use also reflects considerable changes in processing messages which are
constituted by and spread through new channels of communication, subsequently
influencing the transfer of the message from its producer to its recipient and its final
interpretation.

3. MODALITY IN MEDIA DISCOURSE

In the majority of discourse strategies used in newspaper reporting at present, a
distinctive shift has occurred towards a straightforward intensification of the attitudinal
functions of language. Fairclough (1993, 160) claims that “modality is a major dimension
of discourse, and more central and pervasive than it has been traditionally taken to be”
In his view, language users bear witness to the transformation of modality in the media:
“The media generally purport to deal in fact, truth and matters of knowledge. They
systematically transform into ‘facts’ what can often be no more than interpretations of
complex and confusing sets of events”

It is a well-known practice in media language nowadays that the expressive and the
conative functions are generally foregrounded, whereas the referential, i.e., ideational
function, tends to be backgrounded. Since facts do not play the crucial role in rendering
the message, interpretations prevail. Moreover, interpretations are made into “facts.”
Fairclough (1993, 161) explains this phenomenon in the following way: “In terms of
modality, this involves a predilection for categorial modalities and positive and negative
assertions . .

My aim is to analyse the relationship between the language for information and
language for feelings. My tentative analysis focuses on contemporary newspaper
reporting. The material is taken from the daily British press, namely issues of The
Sun and The Guardian. The Sun is represented by the article “England Is Sick: Pole
Monika Tells of Riot Blaze Hell,” published on August 13, 2011, while The Guardian is
represented by “How Sad to Live in a Society that Won’t Invest in Its Youth,” published
on August 20, 2011. Similarities and differences which can be observed between the two
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selected articles are presented below. The topic, the riots in London in August 2011, is
the common denominator. The target group is the major difference. Concerning the
mode, some similarity exists since both articles under investigation represent printed
newspaper reports. The non-verbal devices of reporting, however, are significantly
different. Several visuals are used in the tabloid, none in the broadsheet.

4. D1aLoGIsM AND CONVERSATIONALISM IN NEWSPAPER REPORTING

Discourse strategies in newspaper reporting tend to eliminate clear-cut boundaries
between spoken and written discourse. The tendency towards mixing lexical strata and
grammatical structures of different levels of formality and social distance contributes
to a high degree of authenticity, credibility and spontaneity of the message. At the
same time, discourse strategies promoting conversational behaviour in media discourse
facilitate equality and mutuality and eliminate asymmetry between the participants of
discourse.

Creating new stereotypes in the use of language means that genres and styles
become merged and new speech habits emerge due to hybridization. This notion has
also been labelled by various scholars by terms such as intertextuality, heteroglossia or
interdiscursivity (for an overview of the concepts, see Urbanova 2007).

Arguably, the process of perception is enhanced by a diversity of language means
employed. The introduction of dialogic discourse stimulates the readers’ personal
involvement and stresses feelings of mutuality and empathy. The implementation of
an I - you strategy creates a bridge between the producer and the recipient of the
news. At the same time, this strategy complies with the communicative intention of the
newspaper: manipulating the process of perception and persuading the target reader.

5. EMOTIVENESS IN NEWSPAPER DISCOURSE

In the article “England Is Sick: Pole Monika Tells of Riot Blaze Hell,” a number of
typical features of spoken language can be identified that reflect the negative feelings
of a foreigner trapped in a fire during the London riots. The Polish immigrant, who
is considered brave by the journalist, expresses the contrast between her expectations
and the situation she had to face when she jumped out of a window to save her life.
Strong personal attitudes are rendered through quotations, contrastive vocabulary and
a comparatively loose sentence structure.

5.1 QUOTATIONS

Dialogism and conversationalism in newspaper reporting are primarily achieved
through a frequent implementation of quotations carrying an emotive interpretation
of the event. The article from The Sun is presented as a sequence of direct quotations
bringing personal evidence of the victim stressing her negative experience. The key
feature is the personal involvement of the speaker in which negative, highly emotive
personal evidence represents a powerful way of giving an argument by means of
storytelling.
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The number of direct quotations in The Sun is very high; the aim of the journalist
is to reinforce the negative meaning of the story by means of enumeration. Quotes of
the victim, Monika Konczyk, are found in paragraphs 6, 7, 8, 9, 10, 12 and 13 of the first
section of the article: “I came to England because I thought it is a great country full of
kind and gentle people” (paragraph 6); “I thought London was a civilised society full
of gentlemen and ladies - but it is not like that. England has become a sick society”
(paragraph 7); “I found myself jumping for my life after being attacked by thugs and
thieves. They set fire to my building without any thought for anyone’s safety. They
were happy for me to die. They were like animals — greedy, selfish animals who thought
only of themselves” (paragraph 8); “I am shocked to find people behaving like this in
England” (paragraph 12); “It is not what I expected of the English. I have never seen
anything like this in Poland” (paragraph 13).

5.2 CONTRASTIVE VOCABULARY

A frequent occurrence of contrast contributes to the degree of subjectivity in expressing
attitudinal, interactive meanings reflecting the confrontation of the expectations with
the reality. The choice of devices shows that the natural, spontaneous flow of speech
is preserved to make the confession sound authentic and trustworthy. Examples
illustrating this can be found throughout the article: “a great country,” “a civilised
society” (paragraphs 6, 7) vs. “a sick society” (paragraph 7); “kind and gentle people”
(paragraph 6) vs. “thugs and thieves” (paragraph 8); “gentlemen and ladies” (paragraph
7) vs. “greedy, selfish animals” (paragraph 9).

5.3 LoOSE DISCOURSE STRUCTURE

Discourse structure in which coherence is at stake resembles spoken language and adds
to the process of creating extra meanings. The division of the text into several distinct
parts helps create non-stereotypical discourse functioning both in separate parts as well
as in mutually interrelated patches. The interrelation between the verbal and non-verbal
means of communication including pictures, diverse graphetic devices and the layout
of the parts of the verbal message function as highlighting or backgrounding elements.

In the article “How Sad to Live in a Society which Won’t Invest in Its Young”
published in The Guardian, the means of expression are much more sophisticated than
in the tabloid version, yet the way of expression remains emotive, strongly negative
and critical.

5.4 SUBJECTIVITY OF THE MESSAGE

In the discourse structure of the article the personal stance of the journalist is openly
revealed. On the other hand, the degree of impersonality is suppressed considerably.
An example of subjectivising the message is found, among others, in paragraph 2:
“Historians will, I hope, be shocked that we let austerity bear down hardest on the
young” (my emphasis).
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5.5 EXCLAMATIONS

The headline “How Sad to Live in a Society that Won’t Invest in Its Young” formulated
as an exclamation utilizes an utterance type commonly used in spoken language, above
all in everyday conversation and in drama dialogues. This way of expression is emotive
and emphatic, reflecting dissatisfaction with the state of affairs and functioning as a
warning. The illocutionary force of an exclamation renders a strong judgement, which
is perceived as a strong appeal. Another exclamation, “How well the riots crystallized
that generation hate” can be found in paragraph 3 of the article. Again, the illocutionary
force of the exclamation is much stronger here than a mere statement. The reader is
attacked by a thought-provoking and pressing tone of the message.

5.6 COMPLEX SENTENCE STRUCTURE IN THE HEADLINE

The use of a complex sentence structure in the headline of the article published in The
Guardian “How Sad to Live in a Society that Won’t Invest in Its Young” is unusual. In
my view, the complex structure creates an extra meaning: it refers to the complexity of
the problem to cover.

5.7 IRONY

Irony is a typical feature of sophisticated discourse based on contrast, contradiction
and paradox as powerful devices of arguing. Irony as interpersonal rhetoric establishes
common ground and renders intimacy. An example illustrating this phenomenon can
be found in paragraph 2: “No more mouthing of political platitudes that ‘the children
are our future’ in a country that is inflicting extraordinary damage on their chances,
while protecting the privileges of the older and better off. In good societies it is the
natural instinct to invest most in the young. Only a profoundly sick society would be
doing the opposite”

Contradiction is also present in other parts of the text, e.g., the claim that “every
generation always thinks the next is going to perdition” is contrasted with “But each
generation grows up into respectable parents ready to be terrified to death of the next
one” (both from paragraph 3).

5.8 NEGATION

Grammatical negation and lexical negation are means of expressing strong judgements,
i.e., strong subjective feelings and opinions. The discourse under discussion is full of
structures carrying negative meanings. Even the very first sentence of the article is
negative: “This is no time to be young” Other examples: “an ageing population fears
and despises young people with even greater intensity than usual” (paragraph 2); “most
never regain their footing” (paragraph 4).

6. CONCLUSION

It can be argued that newspaper reporting in Britain, both in tabloids and in broadsheets,
uses discourse strategies that support the subjective, emotive interpretation of events
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rather than rendering unbiased information for the reader to consider. Devices used in
different newspapers vary in the degree of sophistication and abstraction, formality vs.
informality and in the expression of closeness vs. social distance.

All these devices, however, have features in common. In using strategies of dialogic
discourse and interpersonal rhetoric making the communication similar to face-to-face
conversation, media are successful in establishing closeness and common ground. They
support interaction at the same time, however, by influencing and manipulating the
reader. Talbot (2007, 22) argues that “in terms of social engagement in the modern world,
the domains of public and private have in a significant sense become permeable and
‘blurred.”
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1. INTRODUCTION

Newspapers contain a variety of writings ranging from reports, opinion and analysis,
letters to the editor, obituaries, advertisements, etc. Newspaper reports deal with
material acts, or happenings, describing socially, politically or otherwise significant
events. Or, they describe verbal acts, for example accusations, demands, criticisms or
announcements. The former are referred to as “event stories,” whereas the latter are
“issues reports” (White 1997, 102). The reports dealing primarily with negative events
that may threaten to destabilize the established norms and expectations are known as
hard news (Bell 1991, Iedema, Feez, and White 1994; White 1997; White 1998). On the
contrary, soft news reports deal with positive, stabilizing events, human achievements
or points of interest directly reinforcing social values (ledema, Feez, and White
1994, 139-40). In both cases, and in issues reports in particular, newspaper reporters
incorporate into the text the language or thoughts of others. The most frequently cited
reasons are objectivity, impersonal treatment, persuasiveness, reliability, solidarity with
different viewpoints, individualization or vividness (van Dijk 1988; Waugh 1995; White
1998). Reported language also enhances the newsworthiness of newspaper reports since
it imbues them with the prestige of the quoted source (Bell 1991, 158).

In all cases of reporting, language (or thought) is taken out of its original context
and placed into a new context. Recontextualization is thus the essence of reporting,
i.e., “communicat[ing] about the activity of using language” — one of the reflexive uses
of language (Lucy 1993, 9). Moreover, reported forms themselves may be a source
of reflexivity in that they may refer to (or recontextualize) a different language or
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thought event, creating a complex, recursive reporting pattern similar to He said that
she said that they said etc. In such cases, one form of reported language is contained
within or “embedded” in another; more specifically, a reported (and simultaneously
reporting) speaker “is presented as reporting words or thoughts produced by others (or
by themselves) in a separate speech, thought or writing event” (Semino and Short 2004,
34). The aim of the present paper is to examine reported language and the phenomenon
of embedding and interpret them in terms of their functions in the context of newspaper
reports, namely objectivity, impersonality, solidarity, individualization and vividness.
Focus will be placed primarily on forms of reporting that involve direct presentation of
language and thought and their role in embedding structures.

Example (1) is an excerpt from a hard news report describing a fatal parasailing
accident in which a father and daughter were involved; it describes a conversation
between them immediately before the accident occurred. It is an instance of direct
speech report (DS), with a typical structure consisting of a reporting clause (She said)
and a reported clause enclosed in quotation marks, marked in bold (‘T asked . . .,
Dad! . . .”). Since it is not contained within any other form of reported language, it
is non-embedded. The absence of embedding is indicated by a zero level of embedding,
abbreviated to e0. However, the direct reported clause contains, i.e., embeds, three other
forms of reported language: indirect speech (ellS, I asked what . . . height.) and two
instances of direct speech (e1DS, he said, You wouldn’t survive it anyway’ and I said
‘Thanks for reassuring me, Dad!’). The embedded forms are marked in bold italics; their
level of embedding is one, abbreviated to el.

(1) <e0DS>She said: “<e1IS>I asked what would happen if you hit the water from
that height and <e1DS>he said, ‘You wouldn’t survive it, anyway.’ <e1DS>I
said “Thanks for reassuring me, Dad! ...”” (Turner 2010)

By being direct in form, the embedded reports replay the conversation, and their
presence makes an impression of authenticity and vividness. They allow the reader
to witness or experience events more directly, thereby rendering the report more real
and vivid. The embedded direct forms of discourse form a short dialogue reminiscent
of speech reports in fiction. Such forms of reported language can appear in newspaper
reports only as a result of recontextualization and embedding.

Since direct forms of presentation are pivotal to the topic of this paper, the treatment
of embedding will be confined to three aspects. First, attention will be paid to embedded
direct forms of presentation; second, their role as host categories will be discussed; and
third, different types of non-direct forms' of presentation embedded in direct forms
will be briefly touched upon. These issues will be related to an important factor in
newspaper reporting, namely the need for impersonal treatment of reported events.

1. The term ‘non-direct’ forms of reporting is used to cover all forms of reporting language and thought
to the exclusion of pure direct and free direct language and thought reports. Consequently, indirect
reports are considered only a kind of non-direct reporting. Other forms of non-direct reports will be
introduced later.
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As will become clear from the presented data, embedded direct forms as opposed to
non-direct forms are infrequent, which is attributable to their formal properties as well
as their function in newspaper discourse. They are nevertheless worthy of attention
because they reveal how various forms of reported language interact in order to achieve
a particular communicative goal. In all examples, the description of forms will be
included in pointed brackets, preceding the form under discussion; the occurrence of
embedding is abbreviated to the first letter with the accompanying number indicating
the level of embedding: el abbreviates an embedded form at level one, e2 at level two
and e0 indicates an absence of embedding. Embedded forms are italicised, while the
stretches of directly reported discourse are in bold. If direct reported discourse contains
any direct or non-direct embedded forms, they will be marked in bold as well since
they are part of the embedding direct form. This system of coding is kept throughout
the paper. All forms of reported language and thought and their abbreviations will be
introduced gradually at relevant sections of the paper.

2. CorpruUs DESCRIPTION AND METHODOLOGY

The corpus comprises 105,905 words and consists of 221 newspaper reports excerpted
from British broadsheets, namely The Times, The Guardian, The Daily Telegraph and The
Independent issued in July and October 2010. The analysis was limited only to national
and international news and excludes news reports from specialized sections, such as
sports and business, and other kinds of texts, e.g., commentary, opinion, letters to the
editor, obituaries, reviews, etc.

The analysis relies on a classification developed by Semino and Short (2004), a
revised model of one presented earlier in Leech and Short (1981). They recognize forms
representing speech, writing and thought events, and view reported language and
thought as a scale reflecting different degrees of directness (Semino and Short 2004,
10-16, 42-53). Thus, at the most direct pole, reflecting the point of view of the reported
speaker, there is free direct and direct reported discourse (FDD and DD respectively),
including (free) direct speech (F)DS, (free) direct writing (F)DW and (free) direct thought
(F)DT. At the opposite pole, lying in fact off the scale, there is narration, reflecting
entirely the point of view of the reporting speaker. Between these absolutes there
are forms accommodating to a different extent the perspective of either reported or
reporting speaker, such as free indirect and indirect reported discourse (FID and ID
respectively), including (free) indirect speech (F)IS, (free) indirect writing (F)IW and
(free) indirect thought (F)IT. Other kinds of non-direct forms of presentation will be
described and exemplified later together with non-direct forms combined with a stretch
of directly reported discourse (Semino and Short 2004, 54-56).

As noted by Sternberg, the most distinctive feature of the reported element in DD
is the fact that it “takes its orientation from the spatiotemporally self-contained speech
event . .. whose coordinates diverge in principle from those of the .. . frame [reporting
clause],” creating a “double-centered deictic structure” (1982, 110). FDD shares this
property but, following Leech and Short (1981, 322), lacks the reporting clause within
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the same sentence and/or quotation marks, or both. On the other hand, ID is a “single-
centered” construction since the deictic expressions of the reported clause “take their
orientation from the frame” (Sternberg 1982, 110). Thus ID is more reporting speaker
oriented and perceived as a summary of the reported event. As the reported clause of
DD is deictically self-contained and independent of the reporting clause, it retains all
its deictic properties expressive of the deictic centre of the reported speech event. For
instance, the embedded direct speech forms (e1DS) in example (1) above contain a first
person pronoun (me) referring to the reported speaker (she), a vocative (Dad) and a
non-sentential structure (Thanks for . . ., see, e.g., Quirk et al. 1985, 849-53), which are
unlikely to appear in the reported clause in ID because it is deictically and syntactically
subordinated to the reporting clause. The ability to evoke the reported deictic situation
contributes to the sense of authenticity previously mentioned.

Deictic properties of the reported clause and its syntactic relation with the reporting
clause go hand in hand. As noted by Quirk et al. (1985, 1022-24), the structural relation
between the two clauses in (F)DD may be problematic. The reporting clause may be
viewed as a main clause and the reported clause as subordinate, functioning as a
direct object; or, the reported clause is viewed as a main clause and the reporting
clause as subordinate, functioning as a comment clause. The looser relation between
the reporting clause and the reported element is supported by the deictic and speech-
functional independence of the latter, the absence of a subordinator and the variable
position of the reporting clause or its total omission.

A partially quoted stretch of direct discourse, usually a phrase, can occur
incorporated into an instance of non-direct reported language or thought.? Following
Semino and Short (2004, 54-55), the occurrence of partial quotes, in bold, is indicated by
a -q tag attached to the abbreviation of the non-direct form in question. For instance,
in example (2) the abbreviation e1IS-q refers to a piece of directly quoted discourse
occurring with an instance of indirect speech embedded at level one.

(2) <eOIS>His spokeswoman stressed that <eINRSAp> he had not been accusing the
Pakistani Government of sponsoring terrorism, but <elIS-q> was repeating his
previous demands for it to do more to “shut terror groups down”. (Grice 2010b)

In (2) there are two instances of indirect reported speech (IS): one form is non-embedded
(e0IS), functioning as a host to the embedded categories; the italicised indirect speech
(e1IS-q) is embedded at level one and the non-finite reported clause (to do more. .. down),
modifying the nominal part of the reporting element (demands), contains a stretch of
partially quoted direct discourse, marked in bold.?

2. No unambiguous forms of free indirect discourse (combined with a partial quote) were identified in
the contexts relevant to the present discussion.

3. An alternative interpretation not endorsed in the present analysis is to establish two separate reporting
forms — one based on the verb repeat and the other on the noun demands. This would make e1IS-q
embedded in the form referred to by the verb, the so-called narrator’s representation of speech act
with topic (Semino and Short 2004) discussed later. And since this form would already be embedded in
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Towards the more non-direct end of the scale there occurs the so-called “narrator’s
representation of speech act with topic” (Semino and Short 2004, 52-53), exemplified
in (2) as eINRSAp (he had not been accusing . . . terrorism), embedded in e0IS. The form
has a greater summarizing potential since the content, or topic (referred to with a -p
tag), is not presented in the form of the reported clause but a phrase, for example, a
prepositional phrase (of sponsoring terrorism) in example (2) or a noun phrase (Christian
people) in example (3). Notice that in (3) the italicised form embedded at level one
(eINRSAp-q) also contains a stretch of partially quoted discourse, again marked in bold.

(3) <eOIS>He told them that his father had gone to stay with <eINRSAp-q> what he
called “Christian people”. (Sanderson 2010)

The forms in (4) and (5), further towards the narrative end of the scale, do not dispose
of the possibility to report content but solely indicate that a communicative event
occurred. Consequently, they cannot combine with partially quoted direct discourse
but will be commented upon as they will occur in later examples.

(4) <e0DS>“<e1NI>I am deeply concerned,” <NRS>he said. <e0OFDS>“The basis on
which <e1NRSA>this statement has been made is very fragile . . .” (Grice
2010b)

(5) <eO0DS>Tam Fry, . .., said: “<e1NV>We had this debate 18 months ago
when . ..” (Ramesh 2010)

In (4), the non-embedded free direct speech (e0OFDS, in bold) contains an embedded
nominalised form (eINRSA, in bold italics) indicating only the illocutionary force of
the verbal event (statement) without any reference to its content; it is referred to as a
“narrative report of speech act” in Leech and Short (1981, 323-24) and as a “narrator’s
representation of speech act” without topic in Semino and Short (2004). The non-
embedded direct speech (e0DS, in bold) in (5) contains an embedded minimal form
of presentation (NV, in bold italics) referred to as “narrator’s representation of voice”
(Semino and Short 2004, 43-45). The report is limited merely to an indication that a
communicative event, in this case a speech event, has occurred without specifying
either content or speech act value. So far, the examples have illustrated various forms on
the speech scale; analogical forms of presentation can be found on the writing scale and
thought scale to a certain extent as well. Example (4) illustrates an embedded minimal
form of thought presentation (e1NI), a so-called “internal narration” (Semino and Short
2004, 45-47), indicating only a state of mind without expressing any particular thought.

3. DIrRecT FORMS OF PRESENTATION AND EMBEDDING

So far, a number of embedded forms of presentation have been discussed, including
direct, non-direct and combined forms. Embedded direct speech (e1DS) and indirect

e0IS, such an approach would also automatically increase the level of embedding of e1IS-q from one to
two.
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speech (e1IS) occurred in example (1), while embedded indirect speech combined with
a partial quote (e1IS-q) occurred in (2). Examples (2) and (3) illustrate an embedded
narrator’s representation of speech act with topic (e1INRSAp and eINRSAp-q), in the
latter case combined with a partial direct quote. An embedded form of the narrator’s
representation of speech act without topic (¢1NRSA) occurs in example (4); embedded
minimal forms of reported discourse are shown in examples (4) and (5), illustrating a
minimal form of thought (internal narration, e1NI) and speech (narrator’s voice, eINV)
respectively. The following paragraphs will be devoted to the discussion of embedded
direct forms of presentation, including non-direct forms with a partial quote. The results
are summarized in Table 1 and exclude all ambiguous cases. For ease of presentation, the
scales of speech and writing have been conflated; also, as free direct reported discourse
and direct reported discourse are, due to their deictic properties, functionally nearly
equivalent, the two categories have been merged as well. As for the abbreviations used
in the table, (F)DD refers to (free) direct reported discourse, covering speech, writing
and thought; ID-q is used as an umbrella term for indirect speech, writing and thought
combined with a partial quote (-q); NRDAp-q abbreviates a narrator’s representation of
speech, writing and thought act with topic partially reported in direct form. As noted,
the level of embedding is indicated by the combination of the letter e and a number,
with e0 referring to non-embedded forms.

TABLE 1: EMBEDDED AND NON-EMBEDDED DIRECT FORMS OF PRESENTATION

EMBEDDED AND NON-EMBEDDED DIRECT FORMS

(F)DD ID-q NRDAp-q  Total
E0 Speech/Writing 850 202 96 1148
Thought 0 1 0 1
Total 850 203 96 1149
E1 Speech/Writing 30 14 13 57
Thought 8 8 4 20
Total 38 22 17 77
E2 Speech/Writing 3 0 0 3
Thought 1 2 0 3
Total 4 2 0 6
E0-E2 Total 892 227 113 1232

As Table 1 shows, direct forms of presentation on speech and writing scales (1148 0, 57
el and 3 e2) clearly predominate over those found on the thought scale (1 €0, 20 e1 and 3
e2); also, (F)DD (892) is more frequently employed than the non-direct forms combined
with a stretch of quoted discourse (227 ID-q and 113 NRDAp-q). Disregarding speech
and writing vs. thought distinction, a great majority of direct forms are not embedded.
As for the level of embedding and the frequency of occurrence, there is a decreasing
tendency: 1149 direct forms were found non-embedded, 77 instances were embedded at
level one and six instances at level two. The decrease is not unexpected because a higher
level of discoursal embedding may contribute to the overall grammatical and deictic
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complexity of the whole structure. Though non-embedded (F)DD (850) is employed
much more frequently than non-embedded ID-q (203) and NRDAp-q (96), the difference
in the frequency of occurrence of embedded forms is not so significant. There are 38
cases of e1(F)DD and 39 cases of embedded combined forms, 22 of e1ID-q and 17 of
eINRDAp-q. At the level two of embedding there appear 4 instances of e2(F)DD and
two instances of e2ID-q.

Since in direct forms, especially (F)DD, the original deictic centre is retained, a
switch from the host category to the embedded one also involves a switch in the
deictic centre, affecting most notably spatial-temporal expressions or first and second
person pronouns, as in example (1). Moreover, the presence of different speakers,
reporting clauses and an extra set of quotation marks may make the whole structure
cumbersome (Semino and Short 2004, 177-79). The reported element of combined forms
is necessarily a combination or sequence of two separate deictic centres. In example (2),
the embedded e1IS-q is contained in an instance of e0IS, neither of which involves a
shift from the deictic centre of the reporting context; the partial quote is accompanied
by a deictic shift, but there are no deictic elements that would markedly clash with the
deictic orientation of the co-text. Similarly, the shift in the partial quote in eINRDAp-q
(example 3) is not deictically demanding either.

Discoursal embedding may be accompanied by an increase in grammatical
complexity, which is here understood mainly as the presence of grammatical embedding,
defined by Quirk et al. as “the occurrence of one unit as a constituent of another unit
at the same rank in the grammatical hierarchy” (1985, 44). The relation between the
reported and reporting elements in (F)DD is freer, and in this respect (F)DD may not
contribute to grammatical complexity to such an extent. In (1), the two instances of
e1DS are embedded in the host e0DS, none of which involves an undisputed relation
of subordination of the reported clause to the reporting clause. On the other hand, due
to the lack of subordination the range of structures in the reported element is virtually
unlimited and can amount to a single word or a sequence of sentences, as follows in (6).
In ID, on the other hand, the reported clause is clearly subordinated to the reporting one
(example 1 e1IS); in (2), subordination occurs both in the host e0IS and in the embedded
e1IS-q. As far as the NRDAp-q is concerned (example 3), its main formal property, namely
the reported content realized in the form of a phrase, would naturally predestine it as the
one most suitable for discoursal embedding (Semino and Short 2004, 181). Nevertheless,
as shown in (2), the phrase realizing the topic can grammatically embed a non-finite
reporting clause and move the form closer to ID. This ties in with the scalar character of
the forms of presentation, both from formal and functional points of view.

Formal and deictic properties must be viewed merely as a potential of a form to
appear embedded. Also, every instance of embedding is subject to an interplay of
factors, asserting themselves to a different extent. In embedded (F)DD, the reported
element is not clearly subordinated but involves a deictic switch and may vary in terms
of length and grammatical structure. In contrast, in embedded ID-q the subordinated
reported element contributes to grammatical complexity but at the same time may
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evince a higher degree of deictic assimilation to the reporting context. Example (6)
illustrates an unusually complex embedding structure: the e2DS, in bold italics, contains
several sentences; both the ultimate non-embedded (e0IS) and intermediate embedded
(e1IT) host categories are instances of ID, though (F)DD is normally embedded in other
instances of (F)DD (Semino and Short 2004, 179). Notice also that the embedded e2DS
contains an instance of internal narration (e3NI, underlined bold italics) embedded at
level three.

(6) <e0IS>Mr Cameron said <e1IT>he recalls<e2DS>saying: “It’s not going to
happen. I'm going to be leader of the Opposition. <e3NI>I'm depressed that
it hasn’t worked out as we wanted it. I'm going to be in opposition for
another couple more years.” (Grice 2010a)

Embedding, however, cannot be explained only by reference to the complexity of
form, but primarily by the function of embedded forms. (F)DD may be preferable in
situations requiring full evocation of the reported situation in order to achieve a truthful
and authentic portrayal of the communicative event. Though ID-q (example 2) and
NRDAp-q (example 3) serve the purpose of a summary, they simultaneously highlight
the words quoted directly. In these cases, the non-embedded forms may be preferable.
This, however, applies only to forms reporting speech and writing. The following section
offers a few comments on reported thought.

4. DIREcT FORMS PRESENTING THOUGHT AND EMBEDDING

As Table 1 shows, the overall frequency of pure direct thought reports or non-direct
forms with partial quotes is very low, 24 in total. Also, the tendency on the thought
scale is completely opposite to that on the speech and writing scales: the embedded
forms (20 el and 3 e2 forms) prevail over the non-embedded ones (1). This can be
attributed to the nature of direct thought and the examined type of discourse. Thought
cannot be observed directly, and thus its verbalization in a direct form may be perceived
as artificial, especially in discourse where the reporter does not have access to the
mind of the reported speaker (Leech and Short 1981, 345; Semino and Short 2004, 118).
Consequently, the reporter tends to resort to non-direct forms of presentation, or direct
thought is construed as embedded.

In (7), the direct reported thought (e1DT, bold italics) is embedded at level one in
non-embedded e0DS; it is a self-quote, so the problem of the access to the mind of others
does not occur. The rhetoric effect is to allow the reader to see for themselves what was
going on in the mind of the reported speaker. This effect is achieved by maintaining
the deictic centre evocative of the reported situation, reflected, e.g., in the retention of
tense and interrogative form.

(7) <eODS>Dannatt, . . ., told the Chilcot inquiry: “. . . <e1DT>Where did it come
from?’ was my feeling at the time.” (Norton-Taylor 2010)
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Example (8) is different in that it is not expressly attributed to any specific individual.
The italicised embedded indirect thought combined with a partial quote, in bold, (e1IT-q)
does not contain a reporting verb but a noun (idea) with the content reported in the
form of an appositive clause. The content construed as a projected idea (Halliday and
Matthiessen 2004, 467-70) suggests acknowledgement of alternative viewpoints; and
since the content is not presented as an undisputed fact but relegated to the realm of
thought, it thus may be more easily challenged or, indeed, rejected. This is related to
the concepts of heteroglossia and monoglossia and the need to show solidarity with
different points of view (Martin and White 2005).

(8) <eONRSAp>The Justice Secretary has rejected <e1IT-g> the idea that “prison
works”. (Kirkup 2010)

5. DIrecT FORMS OF PRESENTATION IN Host FuNcTION

So far, attention has been paid to direct forms of presentation embedded in other forms
of reported language. Let us now briefly examine direct forms functioning as a host to
various types of non-direct forms. For ease of presentation, speech, writing and thought
were conflated since direct thought in itself is infrequent and speech and writing
are ontologically similar. Moreover, focus is placed on the formal properties of host
categories, which are identical irrespective of speech, writing and thought distinction.
The analysis was limited only to those ID-q and NRDAp-q in which the embedded
form of presentation was found within the boundaries of the partial quote. Admittedly,
such an approach cannot offer a complete picture since the exclusion of non-direct
embedded forms lying outside the partial quote in the host category necessarily lowered
the number of host categories as well as the number of embedded non-direct forms, to
be dealt with in the next section. On the other hand, the limitation makes host (F)DD,
ID-q and NRDAp-q more comparable in terms of the deictic switch.

TABLE 2: DIRECT FORMS OF PRESENTATION EMBEDDING NON-DIRECT FORMS

DirecT ForMs EMBEDDING NON-DIRECT FORMS

(F)DD ID-q NRDAp-q  Total
e0 450 57 11 518
el 12 3 0 15
e2 1 0 0 1
Total 463 60 11 534

Table 2 shows that direct forms that are not embedded (518) function as a host more
frequently, and the frequency of occurrence decreases with an increase in the level of
embedding (15 el forms and only 1 e2 form). This can be explained by the increase
in the deictic and grammatical complexity. As for the type of host category, especially
(F)DD (463) seems to evince a propensity to function as host in comparison to partially
quoted non-direct forms ID-q (60) and NRDAp-q (11). (F)DD (e.g., examples 1, 4,
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5) is an ideal host since the reported element is deictically and syntactically more
independent than its ID-q counterpart and thus more flexible in the range of categories
and grammatical forms it may embed. In ID-q, the subordinate reported clause seems
more limited in its host function, presumably due to the syntactic dependency of
the reported clause and increased grammatical complexity (Semino and Short 2004,
182). In host NRDAp-q, the relationship existing between the reporting verb and the
reported element involves no subordination, but due to the phrasal character of the
reported element, a form of presentation that is discoursally embedded in NRDAp-
q is also likely to be grammatically embedded. On the whole, the data suggest that
in comparison to (F)DD non-direct forms with only partially quoted direct discourse
are less frequently employed in the host function. Apart from their formal properties,
their limited occurrence as hosts may be related to their greater summarizing potential,
which may be less compatible with the host function.

6. NoN-DiIrRecT FORMS OF PRESENTATION EMBEDDED IN DIRECT FORMS

The last aspect to be commented on concerns non-direct forms of presentation
embedded in (F)DD and combined forms. The topic will be dealt with only briefly
and mainly in order to compare embedded non-direct forms of presentation with their
counterparts combined with a partial quote. As in the previous section, the discussion
will be limited only to forms embedded within the confines of directly quoted discourse.

TABLE 3: NoN-DIRECT FORMS OF PRESENTATION EMBEDDED IN DIRECT FORMS

NonN-DirecT FORMs EMBEDDED IN DIRECT FORMS

ID NRDAp NRDA Minimal Total
E1 226 119 78 323 746
E2 25 33 36 53 147
E3 0 2 4 4 10
Total 251 154 118 380 903

Speech, writing and thought categories are conflated into indirect discourse (ID;
example 1, e1IS),? the narrator’s representation of discourse act with topic (NRDAp;
example 2, eINRSAp) and without topic (NRDA; example 4, eINRSA), and finally
minimal forms of reporting, covering the narrator’s representation of voice on the
speech scale (example 5, eINV), its analogy on the writing scale and internal narration
on the thought scale (example 4, eINI and example 6, e3NI). As Table 3 shows, the
frequency decreases with the increase in the level of embedding: there are 746 el

4. The category of embedded ID contains 198 instances categorized as indirect thought, with an initial
clause containing verbs such as think or believe. It is doubtful whether all these instances could be
regarded as IT per se or as parenthetical comment clauses, employed as hedging devices. The status
of the clause is problematic especially in the absence of prosodic cues and the subordinator that
(Kaltenbock 2009, 49-50). The ambiguity in function could at least partially explain its high frequency
of occurrence in comparison to forms with greater summarizing potential.
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forms, 147 e2 forms and 10 e3 forms. In contrast to the embedded direct and combined
forms listed in Table 1, embedded non-direct forms are more numerous and have been
identified even at level three, even though the occurrence is very low and limited to
forms not involving clausal subordination of the reported element. In comparison to
their embedded combined analogues, embedded non-direct forms clearly predominate:
alongside the total of 251 embedded ID, there are only 24 embedded ID-q forms;
similarly, to the total of 154 embedded NRDAp forms correspond only 17 instances
of embedded NRDAp-q. The higher frequency of embedded non-direct forms over
embedded (F)DD and combined forms can be explained by the fact that pure non-
direct forms do not involve a deictic shift and do not require the presence of quotation
marks (Semino and Short 2004, 181-82). As will be shown in the next section, their
summarizing potential may be mainly availed of for the purpose of a brief reference
to communicative events the contents of which have already been presented. Further
examples of NRDA and minimal reports are given in examples (13) and (14) below.

As mentioned, (F)DD and non-direct forms with a partial direct quote are
predominantly non-embedded, and if they appear embedded, it is with much lower
frequency than fully non-direct forms. Apart from the formal properties already
discussed, this can be also attributed to the overall function of direct forms in
newspaper reports: they imbue discourse with persuasiveness, evidentiality, reliability
and credibility (Waugh 1995, 132-34). Since embedded discourse involves two or more
stages in reporting resulting in a possible decrease in reliability, it may be assumed that
persuasiveness and credibility can be achieved more successfully via non-embedded
forms than embedded ones. Naturally, this account offers only a partial presentation
since for a full treatment one would have to consider also non-direct forms embedded
within other non-direct forms; nevertheless, it can be assumed that the tendencies
already noted would be supported rather than refuted.

7. THE FuncTiON OF NON-EMBEDDED AND EMBEDDED FORMS OF PRESENTATION

The following paragraphs attempt to interpret the presence of reported language in
newspaper reports in general and explain the occurrence of embedding. As mentioned,
news stories are often concerned with a portrayal of events representing a normative
breach; they chronicle events perceived as a disruption to the status quo, identify
sources of social-order disequilibrium and help consolidate the established social values
(Iedema, Feez, and White 1994, 107; White 1997, 106). For example, the source of
disequilibrium in (1) is a fatal accident, in (2) and (4) a controversial remark made
by David Cameron, in (3) a murder and the role of imprisonment in (8). Also, such
events, due to their novelty and contentious nature, are subject to negotiation; in
order to explain, interpret and evaluate them and simultaneously maintain impersonal

treatment, the newspaper reporter relies on external sources.’

5. The impersonal style of hard news reports is achieved by a typical generic structure referred to usually
as “the inverted pyramid” (van Dijk 1988, Bell 1991) and so-called “reporter voice,” characterized by
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The presence of external voices contributes to a heteroglossic background of the
text since an attributed proposition is necessarily construed as bound to the individual
reported speaker and thus allows for possible alternative viewpoints (Martin and White
2005, 99). The presence of external sources and diverse perspectives on the reported
matter is important in order to avoid presenting it as given, naturalised and taken
for granted (Martin and White 2005, 99-100); this is especially true if the event is
recent, socially disrupting and there is a possibility of reinterpret