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Ep1itors’ NOTE

GREGORY JASON BEeLL, KATARINA NEMCOKOVA, BARTOSZ WOJCIK

The present volume, the fourth in the Zlin Proceedings in Humanities book series,
contains selected papers from “From Theory to Practice 2012: The Fourth International
Conference on Anglophone Studies,” hosted on September 5-6, 2012, by the Department
of English and American Studies, Faculty of Humanities, Tomas Bata University in Zlin,
Czech Republic.

Organizational development, our conference being no exception, often mirrors
human development. From this perspective, the conference went through an adolescent
stage, during which it was developing an identity and trying to find a place for
itself within the academic world. Now however, the conference is well established
and basking in its maturity, with a settled name and scope, and a specific academic
niche to fill. Successfully building on past relationships, both at home and abroad, and
continuing to establish new ones, should enable our conference to continue to thrive.

Changes are inevitable, and we have experienced several this year. First and
foremost, Roman Trusnik has advanced to the position of book series editor, opening
the door for Polish scholar Bartosz Wojcik to join our staff as editor of the literature
section. Tru$nik’s expert guidance is much needed in his current capacity and helps us
to maintain the high standards established in the previous volumes of the series.

While the conference itself hosted scholars from throughout Europe, ultimately
only papers by academics affiliated with institutions in the Czech Republic, Poland,
and Germany found their way into the proceedings. Yet, a significant number of
these academics are actually American or Slovak. The present volume thus provides
convincing evidence of another developing trend: Central European scholarship is
becoming internationalized and highly competitive.

Not everything has changed. As in the past, we have been pleased to see articles from
our previous three volumes cited in other scholarly publications. Also, as previously,
this volume is published as a print volume and distributed primarily to libraries, both
in the Czech Republic and abroad, while being simultaneously released in PDF format
on the Internet (http://conference.uaa.utb.cz/tp2012) for easy indexing, searching, and
sharing among scholars worldwide. While we stick to the book format and use ISBNs
for individual volumes, for the convenience of libraries, we now also have an ISSN for
the whole series. Otherwise, the form and format of the proceedings remain faithful
to what worked best in the past. The volume is divided into two sections: linguistics
in the broadest use of the term, and literature and cultural studies. We also adhered to
both formats defined in the current edition of The Chicago Manual of Style: papers on
linguistics are in the author-date format, while papers on literature and cultural studies
make use of footnotes. For electronic sources, we continue to give access dates only in
cases when we were unable to verify the sources in July 2013.
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The conference and subsequent proceedings would not have reached its current
level of maturity without the help and guidance of many. We wish to thank all of the
participants, organizers, reviewers, and many others whose efforts made our fourth
annual conference not only a reality but a great success. Our thanks are also extended
to the rector of Tomas Bata University in Zlin, to the dean of the Faculty of Humanities,
and to the Zlin Region for their continued support.
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SUBJECTS IN ENGLISH AND CZECH

LubpMILA VESELOVSKA

Palacky University, Philosophical Faculty, Department of English and American Studies,
Ktizkovského 10, 771 80 Olomouc, Czech Republic. Email: lidave@email.cz

ABSTRACT: The prototypical traditional concept of Subject embraces a cluster of properties
including semantic and pragmatic interpretations, specific format (Case, Concord, etc.), structural
and/or linear position, etc. Comparing Subjects cross language, however, shows both similarity
and diversity in the above characteristics, which undermines a claim about the universal nature
of the phenomena. This paper will demonstrate that the traditional concept of Subject is not a
primitive category but a cover term, which collapses several arguably distinct and independent
phenomena, all of which should be and have been discussed and analysed separately. The study
will argue that terminological clarity allows us to explain some distinctions between Czech and
English.

Keyworbps: English Subject; Czech Subject; semantic roles; theme; Nominative Case; Agreement

1. WHAT 15 A SUBJECT?

Although not all native speakers of English are familiar with the term ‘Subject’, the
same is not yet true of Czech students. By age ten, most Czech pupils are familiar
with the label and can apply it (i.e., they can find Subjects of most standard sentences)
with an accuracy which is in fact rather surprising, given the vagueness and often even
inaccuracy of the definition of the term. The pupils’ recognition can only be based on
their linguistic intuitions, and the easiness of finding a Subject of most clauses suggests
that although it is a theoretical construct, it must be related to something really present
in a language structure.

In the following paper, I will revise the traditional concept of the prototypical
Subject, to show that it covers a cluster of properties including semantic and pragmatic
interpretations, specific format (Case, Concord), structural and/ or linear position, etc.
I will argue that the traditional concept of Subject is not a primitive category but
an umbrella label that collapses several distinct phenomena (belonging to distinct
linguistic fields), all of which have been properly discussed and analysed separately. It
will demonstrate how terminological clarity and dissociation of those characteristics
of Subjects to (i) those which are truly independent and (ii) those which are only
epiphenomenal correlations, help us to discuss and explain some distinctions between
Czech and English.

1.1 CATEGORIES VS. RELATIONS

Let’s first consider the label ‘Subject’ itself with respect to more general characteristics
of that kind of term. Consider the examples in (1) with respect to the distinction between
the words woman / Czech citizen on one side and mother/widow on the other.
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(1) a. Mary is a woman. Mary is a Czech citizen.
b. Mary is a mother. Mary is a widow.

The respective sentences in (1) are true if

a. — Mary (herself) has a genetic endowment comprising XX (etc.)
— Mary (herself) has a Czech passport (speaks the language, etc.)
b. - there is a child whose mother is Mary
— there was a spouse who Mary had married who died during the marriage

The contrast between (1a) and (1b) demonstrates the distinction between a label
denoting specific properties of an independent individual ENTITY, i.e., (1a), and between
a RELATIONAL term, a label denoting a relation (function) between several individual
entities which are defined with respect to each other, i.e., (1b).

The same distinction can be found in the two main traditional terms used in
grammar. Consider the following examples in (2), assuming Cairo is a name of a dog.

(2) a. [Noun Cairo] saw a cat.
b. The cat saw [Noun Cairo]

As the subscript suggests, the lexical entry Cairo can be labeled with respect to its
category (part of speech) as a NouN in both (2a) and (2b) above, because its Noun-hood
is based on the fact that Cairo denotes the same entity (and the sentences use the same
kind of lexical entry). On the other hand, as for the syntagmatic label, Cairo is a sentence
member of SUBJECT in (2a) only, because the Subject-hood of Cairo does not derive from
the fact that it is a dog, i.e., from the entity itself, but from some other factors — namely
from the relation of this constituent to another constituent, here to the verb saw. As
for the interpretation, only in (2a) can we say that the dog called Cairo is the one that
sees something. In (2b), Cairo is the one who is seen, and the syntagmatic label would
be Object.

The above example illustrates that PARTS OF SPEECH (e.g., Nouns) are categorial
labels - i.e., they classify a lexical expression itself — on the paradigmatic (vertical)
scale of a language system. The relevant property of the SENTENCE MEMBER taxonomy
(e.g., Subjects) are syntagmatic (horizontal) relations. Sentence members do not exist
independently, outside of specific concrete linguistic structure/context, i.e., they
are / have grammatical functions, relating a given constituent to some other element
present in the sentence. Moreover, the number of such relations is not infinite in a given
language. It is in fact very restricted and similar even cross-languages. To know how to
label correctly (i.e., meaningfully) the specific relations (and constituents participating
on them) requires some analysis of the clausal structure and some knowledge of which
language specific signals show individual relations within the structure.
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1.2 SUBJECTS IN FORMAL GRAMMATICAL THEORY

The traditional label of the function of Subject can be traced back to Aristotle and
has always been associated with the concept of Predicate (i.e., Subject is something
related to the Predicate). The term has been analyzed with respect to both its
meaning / interpretation and its format.!

In more modern grammar the term Subject is used above all for the cluster of FORMAL
attributes, the list of which depends on authors and their preferences. In structural
frameworks, which describe a sentence as a kind of structure represented by a linear or
projecting diagram or a tree, the term Subject is used to label an element in a specific
POSITION of such a clausal diagram / tree. The following, (3), is a traditional structuralist
tree resulting from the immediate constituent analysis used widely since the middle
of the twentieth century. Subject (the NP the cat on the left) is the element related to
Predicate, forming together a simple clause / sentence.

(3) Immediate Constituent Analysis

S: The cat sat on the mat.

Subject”m””v A

., NP VP R Predicate
the cat sat on the mat
\4 PP
sat on the mat

Very similar (as far as Subjects go) were the first trees used in the early generative
grammar — (4) is taken from Noam Chomsky’s Syntactic Structures (1957). The author
defines Subject as any constituent (prototypically NP) located in a given posiTion. He
also states that when some syntactic process targets Subjects, it targets this position.

1. Typological surveys provide generalisations and tendencies considering a large range of languages
using a rather representative traditional terminology. E.g., Keenan (1976, Chapter 1.3.2), discusses 36
properties which he attributes to ‘Subjects’ — though all of them are at best one way implications.
Students’ manuals are usually more language specific and remain vague. Subject is defined as e.g.,
‘who or what the sentence / utterance is (primarily) about’ (Aarts 2001, 8; Huddleston and Pullum 2002,
235; Biber et al. 1999, 127; Quirk et al. 1985, 726, etc.). Also, the Internet provides many definitions
which are both vague and easily falsifiable, as e.g., ‘the Subject of a sentence typically (i) occurs at the
beginning of the sentence (position), (ii) consists of a noun phrase (form), and (iii) indicates the topic
of the discussion (meaning) (Kurland 2000). See also the footnote 11.
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(4) a.Chomsky (1957, 108) b. Chomsky (1957, 86)
S S
NP Predicate Phrase NP Aux VP
Aux VP
The door  will be opened. The janitor will  open the door.

The following, (5), are notorious examples from Chomsky (1957, 1965), which were used
to explicitly argue that in spite of the fact that the constituents in the position of Subjects
(the janitor, the wind, the door) do have their meanings, the position of Subject itself is
clearly not related to any fixed interpretation.

(5) a. The janitor/The wind will open the door.
b. The door will be opened (by the janitor/ with this key).
c. The door will open. (*by the janitor).

Many linguists (including those who subscribed to formal frameworks) felt, however,
that the purely structural approach to Subject (as a position) neglects a trivial fact
that Subjects’ interpretations are standardized and predictable to a level much higher
than random. Attempts were therefore made to systemize, correlate and predict the
interpretation and form of Subjects. The most representative and influential in the field
was the study by Charles Fillmore, “Toward a Modern Theory of Case” (1968).

Fillmore (1968) proposed that in a semantic component of a language each
predicate (e.g., Verb) co-occurs with a list of specific participants. He called those
participants GENERALISED SEMANTIC ROLES and related them to Cases (using the labels
like Agent / Actor, Patient, Goal, etc.). In such a way, Fillmore conceptually separated the
interpretation of constituents (Cases) from the sentence member structural taxonomy.
The separate terminology is exemplified in (6) together with their labels.?

function meaning
= position in a tree = generalised semantic role
R sy ~
(6) a. [np John] broke a vase. (John = Subject + Agent)

b. [np The vase] was broken by John.  (the vase = Subject + Patient)

2. Fillmore (1968) proposes that the interpretation of the Cases (= for him “semantic roles,” e.g., Agent,
Patient, Goal) is based on the meaning of (i) individual predicate and (ii) of the prepositions (which are
integral parts of all nouns), stressing the latter (“an analysis of syntactic functions in English requires
a general account of the role of prepositions,” (Fillmore 1968, 364)). The idea of relating prepositions to
Cases (i.e., meaning) is still alive, as e.g., the discussion in Asbury (2008) shows.
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For Fillmore, the clausal structure (the tree) in (6b) is a primitive root construction, and
(6a) results from the process of ‘SUBJECT SELECTION RULE’ demonstrated in (7).

In (7a) on the left, the Predicate is generated together with its Arguments (Participants,
Cases, here Ag: Agent) from which only one is selected to become Subject. The tree on
the right in (7b) demonstrates the surface structure (after the Subject has been selected
and removed) when another transformation ‘PREPOsITION DELETION’ applies.

(7) Fillmore (1968, 368)
(a) Subject Selection Rule (b) Preposition Deletion
= selecting a constituent to become a Subject

S S
Aux Prop Ag/NP Aux Prop
A Obj Ag Prep Det N V  Obj
will open the door [by the janitor] by thejanitor will  open the door

J

According to Fillmore, formal attributes of Subjects (e.g., morphological case and Concord)
are a result of the processes in (7) and of the resulting structure — “Nominative . . .
constitutes a case neutralisation that affects noun phrases that have been made the subject
of the sentence” (1968, 375).

In a later but equally interesting paper, “The Case for Case Reopened” (1977),
Fillmore did not develop further the idea about the role of prepositions, but he
concentrated on the standard correlation (but non-identity) between the Agent
interpretation and structural Subject-hood. He proposed the existence of three
independent hierarchies which are matched by transformational processes. First,
Fillmore (1977) considers a discourse-specific aspect of foregrounding, claiming that
“meanings are relativized to scenes” Based on a subjective foregrounding, he proposes
the existence of

(8) FrLLMORE’S HIERARCHIES
a. A discourse SALIENCE hierarchy is translated into
b. a plausibly universal (deep) cAsE/semantic hierarchy, and that is assigned to a
c. grammatical FUNCTIONS hierarchy.?

3. “Any particular verb or other predicating word assumes, in each use, a given perspective. The grammatical
functions of the nominals that represent the entities that are put into perspective are determined in part
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Although the terminology may change and not all frameworks refer back to Fillmore,
the three hierarchies mentioned in (8) are still a succinct way to define the separate
phenomena which are involved in a traditional descriptive framework when the
characteristics of individual sentence members (esp. Subjects) are discussed and listed.

1.2.1 TRANSFORMATIONAL GRAMMAR (PRINCIPLES AND PARAMETERS, MINIMALISM)

In the 1971 study by Stephen Anderson, “On the Role of Deep Structure in Semantic
Interpretation,” the author discusses in detail (on the ground of simplicity of the
semantic component and citing Chomsky, 1965, Ch. 3) that there are DEEP LEVEL
‘Subjects’ which are elements carrying the semantic interpretation (e.g., Agent, Patient)
and SURFACE LEVEL ‘Subjects’ which are related to the position. Anderson uses the label
‘Subject’ for both of them, which did not help the clarification of terminology, but the
dissociation of the form (position) and meaning/ interpretation of sentence members
is made explicit and is expressed in terms of stages of derivation. In other words, the
meaning of a “Subject” is related to the base generated (deep) position, while the form
depends on the surface position.

Later development of formal syntax in a transformational generative framework
went through a strictly modular phase (Government and Binding, e.g., Chomsky (1986)
Barriers), which discussed the concept of Subject within several separate ‘modules’:

Relevant aspects of interpretation (of the sentence members) were discussed within
the THETA THEORY, the module which dealt in detail with the nature (and universal
varieties) and distribution of semantic arguments. Theta Roles (labeled as © and
numbered Al, A2, A3) are more or less what Fillmore called generalised semantic
participants/ roles / Cases. The later principle of “Theta Criterion’ required that each
Argument bears one and only one © Role and each © Role is assigned to one and only
one Argument.*

Another module, the CASE THEORY concentrated on the format of Nouns and the
processes required for licensing the interpretation of Arguments. It assumed that each
Theta Role must be made transparent/ interpretable, and the way to do it is to give each
Noun an abstract Case (which in some languages becomes morphologically realised).
The so called ‘Case Filter’ of Rouveret and Vergnaud (1980) required every lexicalized
DP /NP to have a Case.

And finally, a separate module of X-BAR THEORY described the universal phrasal
(clausal) format of the structure which provided positions for individual sentence
members. In this structure the Subjects are located in Specifiers (SPECs) of distinct

by something like a deep Case hierarchy. Other parts of the associated scene can be introduced with
prepositional phrases. . ” (Fillmore 1977, 74).

4. For more discussion of Fillmore’s Cases and semantic/ Argument / Theta roles, see Jackendoff (1972)
and Chomsky (1972). More up to date theory can be found in above all Baker’s (1988) Universal Theta
Role Assigning Hypothesis (UTAH). See also Grimshaw’s (1990) distinction between semantic and
thematic roles, and Jackendoff (1990) or Hale and Keyser (2002) for an extensive discussion of the
possible variety and nature of thematic roles. For an alternative to the theta role assigning process, see,
e.g., Koopman (1994).
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heads, and a special ‘Extended Projection principle’ (EPP) required each sentence to
have a Subject.’

The Minimalistic phase of generative grammar (starting with Chomsky, 1995)
accepted an even simpler format of phrasal projections and aimed at more general
transformation rules. In Minimalism, transformations are based on specific features
of the lexical entries, and they are evaluated with regard to several notions of
economy. Though no analysis is yet taken for final, the following represents current
standard concepts. The scheme in (9) can be used to explain the correlation of
characteristics related to individual Subjects using the terminology covering the last
decades’ standards.®

(9)

S=IP

SPEC(V) \%

the janitor will (thejanitor) open the door (open)
EPP, [+NOM] o1

_J

In (9) can be seen a universal verbal/clausal projection with a specific position
designated for the interpretation, i.e., the ‘deep level Subject’ = © A1/ Agent (the lower,

5. For the X-bar format see Chomsky (1986). With respect to Subjects see Stowell (1981, 1983), Fukui and
Speas (1986), or Koopman and Sportiche (1991). For a discussion in the Minimalistic framework see
Chomsky (1995) or more lately a rather radical but inspiring concept of the nature of Case introduced
in Pesetsky and Torrego (2000, 2004).

6. The tree is a minimal standard variety used in most grammar manuals, see, e.g., Haegeman and Guéron
(1999) for English.



20 From THEORY TO PRACTICE 2012

right grey circle in the scheme) and the position of the ‘surface level Subject’ - i.e.,
formal clausal Subject (the higher, left grey circle in the scheme).

The scheme above respects the fact that both the concepts of Subject are relational.
Therefore, compared with (4) and (7) above, the domain of semantics (lower) and the
surface form (upper) are separated not only with respect to their assumed positions but
above all with respect to the heads, which are parts of the relevant (‘Subject’) relation.
As for the semantics, the Theta role © A1 is defined with respect to a verbal head v/V
(lower arrow in (9)). The concept captures the fact that it is an individual lexical entry
(verb) that selects its Arguments (assigns the Theta roles). The cannonic, most common
interpretation of Subjects, i.e., ® =A1 (with most verbs it is an Agent) is then a role
assigned precisely to the SPEC(v).

On the other hand, the formal properties of formal Subjects (the elements marked
with a special format — Case, Concord, etc.) are defined as a relation with respect to a
functional (verbal) head I (upper left arrow in (9)). The head I represents a finite clausal
projection and SPEC(]) is a landing site of a transformation triggered by the properties
of the I head (depending on the Mood characteristics of a clause). There is no a priory
reason why the element generated in SPEC(v), i.e., ® A1l (»Agent), had to move to the
position in SPEC(I). It happens only because the two positions are cLOSE enough, and
economy of derivation considers the distance of a movement as a relevant factor.

Thus, in (9), the surface position of the formal Subject and the Interpretation
of the element which occupies it are kept clearly dissociated: The INTERPRETATION
(semantic / Theta roles, ®) of Subjects is related to a base generated position with
regard to the lexical Verb, and the FORMAL properties of Subjects (Case, Agreement)
are related to the surface position(s) defined with regard to the functional head I. The
frequent (“unmarked / standard / cannonic”) correlation between Agents and Subjects
is explained by accidental locality: SPEC(v) is the position cLoSEST to SPEC(]) in a tree
like (9).

Appropriate dissociation of phenomena with regard to the relevant positions allows
us to also analyse sentences where more factors must be taken into account. Consider
the constituent Who in (10) below:

(10) a. Who do you think will help Mary tomorrow?
b. Who do you think will be helped by Mary?

The bracketing and subscripts in (11) below analyse (10) in terms of the previous
discussion. Notice that the semantic © role position (A) is separate not only from (B),
i.e., the Subject position (Case marked in English, with agreement) but also from the
very initial (C) surface position required by the interrogative morpheme(s) [+WH]. The
bold arrow marks the first step in derivation (from A to B) which in both (11) results in
the filling of the formal Subject position, i.e., of SPEC(I), marked with a grey frame in
the scheme below.
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(11) a. [cpWho do [ip you think [;p awhe will [\pwhe help to Mary tomorrow?
C:[+WH] B:[+NOM] A:[@1=Agent]

T
I I
\ /
~ -

b. [cpWho do [ip you think [;p awhe will [\p — be helpedho by Mary?
C:[+WH] B:[+NOM] A:[@2=Patient]

BN J

The distinction in interpretation between (11a) and (11b) can be explained because the
initial, base, semantic, Theta position of the Who is distinct. Notice that in case SPEC(v)
is not filled, which is true in passive structures as in (11b), the © role position (A) of
a structural Object (~Patient) becomes the position closest to SPEC(I), and therefore
~Patient becomes a formal Subject of a passive clause. The two options in (11) support
the claim that the position of formal Subject is blind to interpretation but sensitive to
the locality restrictions, i.e., economy.

1.2.2 FUNCTIONAL AND VALENCY FRAMEWORKS

The conceptual dissociation between form and interpretation of sentence members is
systematically accepted also in the functional framework applied to Czech since the
second half of the twentieth century. The (two-level) VALENCY SYNTAX is an approach
based on the studies by Mathesius (e.g., 1947), i.e., the author representing the Prague
School FuncTIONAL framework. Mathesius understands the clause as a realisation of an
abstract pattern / structure (a semantic and a grammatical structure). In his framework,’
Subject is a part of a clausal structure, a left-side valency position, and the elements
located in this position. Subject is a hierarchically top position, which is usually
occupied by the most prominent semantic arguments of a given verb.

Apart from its interpretation, which is stated and described for Subjects in detail
for various kinds of sentences (though with no attempt to explain the distribution),
the left-side valency position is also related to a specific (language specific) form, i.e.,
morphology — Case and Concord in most Indo-European. Thus, in a traditional valency
framework both the interpretation and form of Subjects are related to the same element,
namely a Verb (predicate).

However, in a more recent version of the framework (see Karlik 2000), the formal
(morphological) properties of a Subject are, instead to the verb itself, related to the
FINITENESS of the verb, not to the verbal stem. This concept it demonstrated in (12)

7. See Danes (1968); Danes, Grepl and Hlavsa (1987); Bauer and Grepl (1972) or Grepl and Karlik (1998).
An interpretation of Subjects in another kind of functional framework can be found in e.g., Halliday
and Matthiessen (2004).
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where it is the finite “INFL(ection)” element / morpheme (bold arrow) which licenses
Nominative Case on Subject. The lexical stem V (dotted arrow) is responsible (a) for
the interpretation of all verbal arguments, including Agent and Patient and (b) the
Accusative Case on Object.

(12) a otevir -am  dvere.
[+NOM] v JINFL [+ACC]

)

As for the concept of Subjects, the structure suggested for a language specific Czech
example in (12) is after all not too far from that in a tree like (9), because both (9) and (12)
signal a clear dissociation of the Subject position (the relation responsible for the formal
properties of Subjects) from the lexical verbs, which however select the semantics of
Subjects. Both (9) and (12) can also explain in some way the distinction between finite
verbs and infinitives or active and passive structures. The tree in (9), however, claims a
more universal and explanatory potential; it is structurally more developed and explicit
and therefore can help us to deal with Case and Agreement in a more precise way.

1.2.3 A NOTE ABOUT TAXONOMY

According to Fillmore, “taxonomy is to be valued if it provides A CONVENIENT AND
REVEALING CONCEPTUAL ORGANIZATION OF THE ENTITIES IN ITS REALM . . . in our case
something in terms of which grammatical and semantic generalizations can be easily
formulated; a notation is to be valued if it allows the formation of such a taxonomy in
a simple and straightforward way” (1977, 68, the stress is mine).

As demonstrated, in a present day linguistic framework there is no need to be
confused or disturbed by an apparent contradiction between semantics and formal
properties of the category of what can be called Subject. There were at least three
clearly separate ‘realms’ intersecting in traditional ‘Subject-hood’ in Fillmore already,
all of which have been extensively discussed and analysed. Notice, that all of them are
functions, i.e., relational terms defined with respect to some other element.

(13) a. SEMANTIC roles (BA1~Agent) stated with respect to the predicate / event,?
b. prAGMATIC roles (Topic / Theme vs. Focus / Rheme) stated with respect to
discourse factors, i.e., considering the sentence dynamism, esp. as reflected
in linear order,’
c. FORMAL (morpho-syntactic) properties signalling a specific position
of a given constituent with respect to a relevant domain(s) / head(s)."

8. See footnote 4.
9. Given the prevailingly Czech audience, I am not going to explain the concept of sentence dynamism
here in more detail, referring only to Firbas (1992) and Sgall, Haji¢ova and Panevova (1986). The
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Each of these three ‘realms’ can (and perhaps should) use its own terminology to refer
to the concept usually correlated with the umbrella term ‘Subject’: (13a) ~Agent, (13b)
~Topic, (13¢c) ~SPEC(I). None of them, however, has any a priory right for an exclusive
usage of the label ‘Subject’. If the term is used and its characteristics are listed, there is a
clear need to define what the label means. If the terms are not explicitly clarified, which
unfortunately happens too often, one easily can mix apples and oranges together with
no rational outcome.'!

It has been demonstrated that when talking of sentence members, it is necessary
to distinguish the formal/semantic/pragmatic phenomena and use appropriate
terminology in each of them, to avoid misunderstanding, e.g., speaking of
interpretation, semantic Arguments related to predicates had better be labeled Agents,
Patients, etc., not Subjects, Objects, etc. Similarly, discussing Sentence dynamism (e.g.,
“what a sentence is about”), the terms Theme/Topic and Rheme/Focus are more
appropriate than terms like Subjects and whatever could be a (potentially language
specific) correlation of Focus. The terminology of Subject, Object etc. had better be
restricted to the morpho-syntactic characteristics attributed to the elements in specific
formal positions in a clausal structure (tree, or its equivalent in a given framework).
Then also the term Subject becomes a term which “provides a convenient and revealing
conceptual organization of the entities in its realm” and in terms of which cross-
language and more universal “generalizations can be easily formulated” (see “The Guide
to Grammar and Writing” mentioned in footnote 11).

When the dissociation and clarification of separate realms is made explicit (including
terminology), the analysis can aim at explaining why some characteristics of the
separate realms listed in (13) co-occur cross-language (universally) in some specific way,
i.e., why certain structural positions usually carry specific semantic roles and moreover
are interpreted with a specific level of sentence dynamism.

phenomena has been integrated into a formal linguistic framework already, and given the late
development of pragmatics and other the communicative aspects of language in the second half of
the twentieth century, it has been widely discussed elsewhere.

10. I have nothing to say about any terminology used in linguistics which does not assume a kind of
structure and symbolic characteristics of a language system.

11. As mentioned already in footnote 1, many grammatical manuals provide a list of Subject
characteristics / diagnostics which mix standard regular characteristics in all the realms mentioned
in (13). They include also most of the examples demonstrated in the next section in (18)-(21), with no
attempt to distinguish standard from exceptional. A representative step-by-step diagnostic ‘method’
of identifying a Subject can be found in “The Guide to Grammar and Writing,” http://grammar.ccc.
commnet.edu/GRAMMAR/subjects.htm. It is a colourful and “funny” (science must be sexy!) mixture
of pseudo-theoretical terminology and English specific statements, most of which contradict each other,
and many about individual lexical items only. The list gives a lot of slangy and lively examples from
corpora (linguistics must be about “real” language, and sexy!), but each and every single rule / example
from the list can easily be proved to be either too general or inaccurate. The method may “work,” i.e.,
it can perhaps help students of English to label with a certain level of accuracy a constituent which
their teachers decided to call Subject. However, what this “search for Subjects” is good for, is far from
obvious, as it is not systematic at all, lacks any explanatory value and scientific potential for cross-
language generalisation and therefore can hardly be attractive to any rational brain.
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In the next section I am going to compare Czech and English Subjects. First, I am
going to contrast the morpho-syntactic diagnostics of their (formal) Subjects. Then, I
will consider some well-known distinctions, proposing that they can be explained not as
distinct characteristics of formal Subject, but as distinctions concerning the unmarked
correlations among the separate realms listed in (13).

2. COMPARING THE FORMAL PROPERTIES OF ENGLISH AND CZECH SUBJECTS

Leaving aside semantic and pragmatic interpretation for the moment, I am going to
concentrate first on the formal properties of Subjects in both English and Czech (i.e.,
considering Subject in terms of the ‘realm’, (13c)). The following are the most frequently
given and probably most relevant prima facie formal (morpho-syntactic) diagnostics for
Subject-hood.'?

(14) a. Case marking (= ‘Subject carries Nominative / Subject Case’),
b. Concord (= ‘Subject agrees with Predicate’),
¢. Word/ Constituent order (=‘Subjects are initial’).

In the examples (15)-(17) the relevant properties are demonstrated in both English
and Czech. In the examples, the assumed Subjects are underlined and the relevant

morphology is bold.

(15) NOM /SUBJ CAsE
a. Cz Chlap-ci videli muZze.
MNOM Saw menacc
b. Cz Viky napadli muz-i
woolvesacc attacked menyom.
c. Eng Hegypy say heropy.
Eng John saw Mary.
e. Eng *Him saw her.
*Him saw she.

o

The Subject Nouns in (15a, b) are visibly marked for Case, and the presence of Case
makes the listener select the Subject. Notice that in the contrasted English example
(15d, e) the Case does not force the listener to take the postverbal element for Subject,
rather the structure is marked as ungrammatical.'®

12. The list in (14) is selective, i.e., far from complete. Many topics related to Subjects remain outside the
time and space limits of this study.

13. For Czech Subject format see Travnicek (1949), Kopeény (1962), and Smilauer (1969). For English, a
representative consensual claim that the Subject should appear in the Nominative (Subject) form of
nouns and pronouns and it should agree (third person Sg) with the present tense predicates can be
found in e.g., Huddleston and Pullum 2002, 237; Quirk et al. 1985, 726, 758; Biber et al. 1999, 127; etc.
Some dialects of English do not respect the standard morphology (take -s for a signal of [+PRES] and
do not mark Case at all) and both Concord and Case morphemes are relatively late in child acquisition.
I am not going to consider these dialects here.
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In the Czech (16a, b), the examples are chosen from those paradigms which have
identical morphology for NOM /SUBJ and ACC/ OB]J, and it is the Concord morphology
that makes the Czech listener assign the function of Subject to the element irrespective
of its position. In English, on the other hand, the example in (16d) is ungrammatical -
i.e., the agreement is “wrong” because it is not possible to take the postverbal element
for Subject.

(16) CoNCORD

a. Cz Kacata vidél-a Zeny.
ducklingsngur SAWNEUT WOMeNgEMm

b. Cz Kacata honil-y husy.
ducklingNEUT hounteem 8€ESFEM

c. Eng John and Mary understand,on-sg  Bill.

d. Eng “John and Mary  understands Bill.

As for linearity, Czech retreats to constituent order only in the ambiguous and
unmarked contexts with no other (stress and intonation included) signal. Notice that in
(17) the examples are formed from the words which do not differentiate morphologically
N/A (=NOM/ACC), and the Concord on the verb can be related to any of the two
Arguments.

(17) LINEARITY

a. Cz i Zeny videély husy.
WwWomenn,;aA Sawpg, gEEesSN/A
ii. IBM porazil Apple.
IBMn/a defeatedsc Applen/a
iii. Deéti nosi hribata.

childrenn, o carrysg,p.  coltsn/a
b. Eng Mary saw Bill.

The examples (15)-(17) above show that morphological signals of Subjecthood, i.e., Case
and Concord, are relevant diagnostics in both the languages, although in English the
morphological signals seem to be secondary, i.e., hierarchically lower compared with
the surface clausal constituent order.

The similarity between the two languages goes even further. In both, none of the
above diagnostics is either necessary or sufficient to identify a Subject. The following
(18)-(21) show some typical examples of violations of the properties listed in (14).

Though the NOM / SUB]J Case is a typical Case of Subjects in both Czech and English,
the same Case can be found on elements which cannot be analysed as Subjects as in
(18) with copulas and some Czech prepositions. On the other hand, some Subjects do
not show the NOM / SUBJ Case although they are Subjects, as in (19).
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(18) Case violation 1: NOM / SUB]J # Subject
a. Cz Petr je ucitel.
Peter is a teachernomzsug)
b. Cz Petr se vratil domii jako ucitel
Peter came back home as teachernowm:sus;
c. Eng It is !NOM#SUB]

(19) CASE VIOLATION 2: Subject # NOM /SUB]J
a. Cz Druhého takového nebylo v celém kraji.
second suchsugj, gensnoMm Wasn’tssy in the whole region.
“There was no one like him in the whole region’
(Danes et al. 1987, 43)
b. Eng Mary and him/ *hesuyNom arrived late.
c. Eng No one but me/ *Isygjnom can help you.

The examples in (20) show that the formal Subject-Verb Agreement is sometimes
violated, if a Subject is a complex NP, especially if it is a quantified or coordinated
phrase and/or when the predicate is a copula. The Czech predicates show a richer
(more complex?) concord, which makes the phenomena more obvious, but the contexts
for ‘disagreement’ are very similar to those in English.

(20) NoN-STANDARD CONCORD: (Dis)agreement (Czech)
a. Pét/mnoho studentti slo domii.
Five many studentsp;, wentsg home.
b. Do skoly Sel Petr a Marie.
To school wentgg Peter and Marypr,
c. To jsem ja.
I_t SG-N amSG-11
d. Bud 'ty anebo ja budeme muset pracovat pres noc.
Either you or megg willpy, have to work over night
e. Cas jsou penize.

Timegg arepr, money
f. Vy byste prisla.
Youp;, wouldp;, arriveSG

(21) NoN-STANDARD CONCORD: (Dis)agreement (English)
a. Two years is a long time to wait.
A large number of students are granted scholarships.
b. Bread and butter is a nice breakfast.

c. Either you or he is mistaken.
More than one of them was talking.
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The exceptions/ violations of morphology are theoretically interesting (although they
are perhaps relatively infrequent) because they appear in both English and Czech - and
in both they are productive and to some extent predictable in a specific (and similar)
contexts. For time and space reasons, I am not going to try to explain the structures
here (for some discussion, see Veselovska 2001, 2002). What is significant, however, is
that they are not distinct in the two languages.

The last formal property related to Subject-hood concerns the constituent order
which requires Subjects to appear in a kind of initial (preverbal, pre-Mod / Aux) position
(in a declarative sentence). In the standard lists of the characteristics of Subjects,
linearity seems to be considered especially for English. As for Czech, as illustrated
already in (20) and also in (22a), Subjects can be standardly postverbal. In (17) and (22b)
I still give examples showing that Czech considers the constituent order, though only
in ambiguous and otherwise unmarked contexts.

(22) MARKED vs. UNMARKED LINEARITY (Czech)

a. jarmila/Hynka vidéla  Hynka/ Jarmila.
Jarmilayon / Hynekace  saw Hynekacc / Jarmilayop.
‘Jarmila saw Hynek’ (““Hynek saw Jarmila.)

b. i. Kacata honila housata.

Ducklingsn, 4 chasedpy, goslingsn,a
ii. Lidové noviny koupily Narodni listy.
Lidové novinyn,a boughtp;, Narodni listyn,a

On the other hand, (23) shows that the ‘initial’ characteristic of Subjects is a very over-
simplified generalisation for English. It provides a number of standard contexts with
Subjects not in the clause initial (preverbal) position.

(23) Non-1in1TIAL SUBJECTS (English)

a. Never was Bill more ready to help her. (inversion)
b. Mary John did not see for sure. (contrastive stress fronting / topicalisation)
c. Who do you think will help Mary? (long distance WH question)
d. Don’t anyone/you be late. (negative imperative)
e. Into the garden went Mary. (locative inversion)

Here comes the bus.
Standing by the door were some uninvited guests.

There is/ “are a book on the table. (existential constructions)
g. It is true that he did not help him with his homework.
?That he did not help him with his homework is true.

The frequency and systematic acceptability of all the variants in (23) is confirmed by
the fact that traditional grammar has a well-established special term for each of these
‘special cases’ with non-initial Subject. Still, the unmarked linearity generalisation for
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English was demonstrated in (15c)/(16¢) and (15d)/ (16d), and it suggests a distinction
between Czech and English which cannot be ignored.

To conclude this section — we saw that considering the morpho-syntactic properties
of Subjects, there is no principal distinction between Czech and English. The existing
contrasts can be formulated in terms of distinct hierarchies attributed to individual
characteristics. Given the abundance of morphological signals, Czech is usually able to
uniquely identify Subjects based on Case and Concord, and those features are perceived
as the most “important” As for linearity, Czech Subjects are standardly both pre-
and postverbal, and the unmarked initial position can be deduced only based on the
morphologically and otherwise ambiguous contexts.

In English, the order of importance of the signals seems opposite: linearity (though
not initial) is the main diagnostic, and morphology remains a secondary signal only of
a formal grammaticality.

2.1 THE SURFACE POSITION OF SUBJECTS IN ENGLISH AND CZECH

Recall that in the formal framework accepted in section 1.2, all the formal properties of
Subjects mentioned above (i.e., Case (NOM/SUBJ), Concord and surface ordering) are
functions of some position in a structure. In this section I am going to describe this position
in both English and Czech more precisely to be able to propose some interactions between
the Subject form and meaning, in terms of the three realms mentioned in (13).

To analyse the correlation between the formal properties of Subjects and the
semantic and pragmatic concepts of Agent and Topic, let’s start with the more precise
analysis of (13c), i.e., of the position of the formal Subjects in a clausal structure as in
(9). Recall that in a tree like (9), the formal properties of Subjects are analysed as signals
or reflections of one or more Agree relations established with the (finite) head I as long
as only finite predicates agree and co-occur with Nominatives.

Consider, however, a more complex variant of (9) in (24), where the finite I is in a
dark circle. The question to ask is, which constituents (NP / DP / XP / potential Subjects)
are possible candidates (i.e., are close enough) to enter an Agree relation with such I?
The position of SPEC(I) in (9) or (24) below is for sure within the closest domain of
the head I. Given the unmarked position of Subjects in English (pre-Mod / Aux), this
position is the most plausible candidate for the element entering the SPEC-head Agree
relation illustrated by a left dotted arrow in (24). Moreover, the surface position of
English Subjects (and all linguistic tradition) assumes that the Subject-hood in English
correlates with the movement (e.g., of Agent) to the position of SPEC(I).

However, in minimalistic terms, the Agree required by a functional head I does not
require the movement. It is a vaguely defined [EPP] feature which triggers the overt
movement of the constituent (e.g., the one in SPEC(v)) to the closest checking domain,
i.e., to the position of SPEC(I) in our discussion.'

14. The transformation triggered by the [EPP] is similar to the ‘Subject Selection Rule’ proposed in
Fillmore’s (7) and a Case checking Subject movement demonstrated with an arrow in a most standard
P&P framework in (9).



LupMmILA VESELOVSKA 29

(24)
S=IP
&
.. vP
v
A
v VP
A
SPEC(V) \%
English the janitor will (thejanitor) open the door (open)
[+NOM] -[Concord Agent 01
Czech vratny otevie dvere (otevre)

[+NOM]O1-[Concord] ©2[+AK]

Though it is the only mechanism available at the moment, the term [EPP] feature does
not have much more meaning apart from “a feature which apparently triggers an overt
movement.” To correlate the [EPP] with Case / Concord is not easy even in English. As
for the Concord, the following standard analyses of the structure in (25a) demonstrate
that it is possible on the Verb with Subject in SPEC(I) as well as on I with Subject not
in SPEC(I) in (25b).

(25) a. Mary [p ... never [yp read-s Polish books.
b. There [jp i-s never only one boy in the classroom.

As for the Case, the data are less conclusive in English. In (26) the ungrammaticality
of the Case marked pronouns in a plausibly non-SPEC(I) position (e.g., in existential
structures and locative inversion) seems more violent than it would be expected if only
violation of some pragmatic (Focus) requirements were in play. This may suggest that
the lower Subject position is in fact not assigned any Case in English.
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(26) a. Into the jaws of Death, /Into the mouth of Hell/
rode the six hundred/*them / *they."
Down the hill run the carriages / “them/ *they.
b. There are always the shops/ “them/ *they on the corner.
There is always Prince Charles/ *him/ *he for ecology.

The previous data did not help us much with the analysis of the nature of the [EPP]
feature. They demonstrated, however, that the Agree relation required by the functional
head I can clearly be established also with elements / positions distinct from SPEC(I).

For example even the position of Agents in SPEC(v) is close enough to I in (24) -
because it is the top specifier of the c-commanded phrase. The Agree of I with SPEC(v)
is illustrated by a bold right arrow in (24), and it is in fact a very economical Agree,
because it does not require any overt movement. Given the Czech constituent order, I
propose here that in Czech, the movement to SPEC(I) is not obligatory for Subjects to be
able to establish the Agree relation with the head I which results in the morphological
signals of Subject-hood (Case / Concord). * In other words, contrary to English, Czech
finite I does not have an [EPP] feature.

Apart from the standard linearity of the main clausal constituents in the two
languages, already exemplified, there are also some more specific properties of English
and Czech Subjects which argue in favour of the distinct positions of their surface
Subjects in a tree. Some of them I am going to provide in the next section.

2.2 MORE SIGNALS OF THE DISTINCT POSITION OF CZECH AND ENGLISH SUBJECTS

The importance of the overt filling of the SPEC(I) position in English (which is distinct
from the SPEC(v) position of ®A) is required by an [EPP] feature of I which requires
overt lexical entry. This theoretical claim is supported by several English structures
which do not have Czech counterparts. For example by the English existential structures
with the expletive there in (27), which gives overtly both positions of “Subject” -
SPEC(v) and SPEC(I). The structure does not have a Czech word-order equivalent
suggesting the need of filling any position distinct from the lower (postverbal)
Agent/Subject in SPEC(v).

(27) a. There is(n’t) a book/ *books on the table, is(n’t) there.
There are(n’t) books/ *a book on the table, are(n’t) there.
b. Na stole je/jsou kniha/knihy.
on table is / are books oy / books pnom

15. The correct form is from Alfred Lord Tennyson’s “Charge of the Light Brigade” (1855).

16. In Veselovska (2001, 2002) I provide a detailed (analytic) description of the Concord in Czech in a
compatible framework. In this study I show several clear cases where the Agree relation is arguably
established with the verbal element located inside VP.
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The same distinction is signalled considering the examples of weather verbs as in (28). In
both languages, these verbs lack a semantic role of Agent. In English even with Agent-
less verbs the Subject position (i.e., SPEC(I)) must be occupied by an expletive as in
(28a).!” The contrasting Czech example in (28b) shows that Czech Agent-less weather
verbs in fact do not tolerate any overt pronoun in the position of Subject and (all
optional (and recursive) expletives are interpreted as emphatic markers).

(28) a. ™Rains./It rains.
b. (To nam to ale) prsi.
it us it but rain-3SN
‘It rains, well, surprisingly, rather a lot . ..

The example suggests that if the verb assigns neither an Agent role nor its equivalent,
the Theta position (SPEC(v) remains empty. The position in SPEC(I) is however a
separate position — and the [EPP] feature requires its overt realisation in English. In
Czech, on the other hand, the position is not filled by any free morpheme, and the
Agree with finite I is realised as a bound Concord morpheme (3SN) only.

The distinction between the overt vs. “empty” PF characteristics of SPEC(I) is
signalled again in (29) using the impersonal predicate seem. In English, an overt English
expletive it must occupy SPEC(I), while a bound-morpheme Concord is sufficient in
Czech (an optional pronoun is a topic marker only).

(29) a. Eng * /It seems to you that Julia arrived.
b. Cz (To) se ti zd-a, Ze Julie prisla.
(it) REFL youpat seemssy that Julia came
‘It seems to you, that Julia arrived’
c. Eng “/1It is impossible to help you.
d. Cz (?To) je nemozné ti pomoci.

(?it) is3sn impossible youpar helping

The following, (30), shows that in raising contexts the English matrix functional head
I can attract the Agent of a lower verb come (allowing the verb to be realised as a
more economical infinitive). The Czech parallel example in (30d) shows that this kind
of transformation is not possible, as predicted, if the Czech Agent-less SPEC(I) were
not standardly realised by an overt element. Czech overt Subjects are interpreted with
respect to the position in SPEC(v), i.e., Agents, and therefore the number of Czech
equivalents to the English raising structures is minimal, if any at all.

17. Expletives in (27), (28) and (25) are labelled ‘dummy subjects’ in Huddleston and Pullum (2002, 238) or
‘prop it’ in Quirk et al. (1985, 748), ‘anticipatory it’ or ‘grammatical subjects’, e.g., there as in Quirk et
al. (1985, 1403) and ‘non-referential it’ in Biber et al. 1999, 125). In a more formal framework a theory
of expletive Subjects can be found in e.g., Moro (1997) and Hale and Keyser (2002).



32 From THEORY TO PRACTICE 2012

(30) a. Eng It is sure that Henry will come.

b. Cz (ono) Je jisté, zZe Findrich prijde.
c. Eng Henry is sure to come.
d. Cz *Jindrich je jisty prijit.

The claim that the English expletives occupy exclusively the SPEC(I) position (and
not the Agent position in SPEC(v)) is supported also by following data. Notice that in
infinitival contexts English tolerates nominal or even pronominal ‘Subjects’ (correlated
with Agents) in non-Nominative, expletives, however, cannot appear there. In (31), the
context is marked (?!) for an emphatic surprise.

(31) Isit possible??  a. John/Him seem to be honest! — It is amazing!
b. *It seem that John is honest! — It is amazing!
c. Him be in time! - It is amazing!

d. “there/*He be in time! — It is amazing!

Consider also (32) where the English mediopassive has a kind of counterpart in Czech
reflexive passive. In both languages the transitive verb takes an active morphology
although the formal Subject carries the Theta role of Patient. The Czech variety,
however, contains a REFL morpheme se (the form is labelled ‘reflexive passive’ in
traditional grammar).

(32) a. Eng This book reads well.
b. Cz Tahle kniha se c¢te dobre.
This book REFL reads well.

Assuming the analysis in Volencova-Hudouskova (2010), the Czech reflexive particle
in (32) occupies the Agentive position SPEC(v), which clearly is not identical with
the higher position in SPEC(I) hosting the non-Agent constituent. This example again
suggests that the correlation between the interpretation of Agent is substantially
stronger in Czech than in English. In English, the Subject, i.e., SPEC(I) position is related
to the Agent position in SPEC(v) more loosely than in Czech, where the two are in fact
identical.

2.3 CORRELATION BETWEEN THE SUBJECTS AND AGENT AND ToPIC

All the contrasted Czech examples in the previous sections suggested that the position
of Czech Subjects is not necessarily in SPEC(I). The Agree relation with Czech I can
clearly be formed with an element in a position lower than SPEC(I). The data suggest
that the position of formal Czech Subject is in SPEC(v) in (9) or (24).1

18. Not much would change if there were more verbal functional heads between v/V and I In that case,
the Czech position of formal Subject would be defined as substantially ‘closer’ to SPEC(v) than the
position of English formal Subjects.



LupMmILA VESELOVSKA 33

The distinct position of formal Subjects in the two languages allow us to explain
one of the more or less disputable characteristics of formal Subjects as they are
listed in comparative studies — namely its interpretation as Agent/Doer of the verbal
event. This characteristic has been discussed abundantly in section 1.2, to state that
according to modern linguistic frameworks the interpretation of Arguments has been
dissociated from the surface formal position of sentence members. Although they are
both relational terms, each of them represents a separate relation.

As for Agents, in a tree like (9) or (29) above, their interpretation is attributed to the
selection of the lexical transitive Verb v/V and is assigned to the position in SPEC(v).
Assuming that the Czech formal Subjects are located in SPEC(v) predicts that those
Subjects will show a high tendency to correlate with Agents — their positions are, in
the unmarked context, in fact identical. Therefore, overt Czech Subjects will show a
strong tendency to be interpreted as Agents of the relevant predicate. The preceding
section showed several examples showing that such a prediction is born out.

On the other hand, English Subjects in SPEC(I) are in the position distinct form
the position which is assigned a semantic role of Agent. Therefore, the correlation of
English Subjects with Agents is more loose and one-way only — although all Agents
(with the exception of the by phrases) end up as Subjects, not all Subjects are Agents.
According to the analysis proposed here, the correlation of Subject-hood and Agent-
hood in English is only an indirect result of the cLOSENEss of the Agent position in
SPEC(wv) to the functional head I, which requires an Agree relation with some NP /DP
in its most close domain. As predicted, the examples in (5), as well as the examples in the
preceding sections have demonstrated that the Agree relation in English is less sensitive
to semantic roles and can be established with any element, including an expletive, if it
satisfies the categorial and locality requirements.

Claiming that in English the Agree of I with Subject takes place in the position of
SPEC(I), while in Czech in the position SPEC(v), makes also direct predictions with
respect to pragmatic interpretation of Subjects. Recall that apart from a possible role
in grammar (licensing a sentence function), the linear position in a surface is always
interpreted also in terms of Sentence dynamism (Functional sentence perspective). The
surface position of formal Subjects in (24) is therefore considered also with respect to
pragmatic factors.

In English, in the declarative standard clause, Subjects appear in SPEC(I) and the
head I is rather initial in a sentence tree. Therefore the traditional definition of Subject
in English will probably put both the initial position and the Topic interpretation of
Subjects very high in the list of Subject characteristics (i.e., the so-called ‘Aboutness
characteristics’ = “Subject is what the sentence is about”), and many cross-language
comparative studies show that the correlation between Subjects and Topic/Theme
interpretation is widespread.

On the other hand, standard postverbal Subjects in Czech together with all the
discussion in the preceding section, strongly suggest that the functional head I in
Czech does not have the same kind of [EPP] feature as English, which triggers overt
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movement of the constituent to SPEC(I). Czech Subjects therefore can remain in their
lower position. They do not show an a priori tendency to be initial, and therefore
they can be interpreted as both Theme / Topic and Rheme / Focus. Not surprisingly, and
contrary to the kind of overall discourse, no Czech traditional framework puts the initial
position or Topic-hood as significant characteristics of Czech Subjects, relying on the
formal properties (morphology) instead.

Providing a simple analysis for the relevant phenomena, I claim that the attested
distinctions between the traditional lists of properties of Subjects in e.g., English and
Czech, are not a result of any deep distinction in the concept of Subject-hood in the
two languages, and/or the proof that the theoretical construct of Subject does not
exist at all. The distinction is also unlikely to be a consequence of some deeply distinct
social, cultural, psychological or cognitive capacity of Czech and English speakers
and / or communities. I propose the distinctions are a predictable consequence of several
independent phenomena widely known, discussed and accepted in modern linguistics:
e.g., the attested variety in interpretations of Subjects as Agents and / or Topics is in fact
not an independent property of Subjects — it is only an indirect, epiphenomenal result of
the possible combination and correlation (in a given language) of independent factors:
the position of formal Subjects which must be able enter the Agree relation with the
head I on one side, and the universal Theta assigning theory and/or the Functional
sentence perspective principles on the other. Moreover, in a generative framework,
the distinction in the surface position of formal Subjects can be limited to a language
specific property of a single lexical entry, namely to the presence vs. absence of one
single feature characteristic of the functional verbal head like I.
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ABsTRACT: English vocabulary is divided: a Germanic core inherited from Germanic sources and
a second vocabulary borrowed from the Romance family and Classical Greek. Several synchronic
criteria divide the two vocabularies. The primary vocabulary still conforms to the general Proto-
Germanic rule; stress can only fall on a morpheme’s first syllable. In contrast, its secondary
vocabulary stress patterns follow Chomsky and Halle’s (1968) “Main stress rule,” often referred to
as the “Romance stress rule” There are several correlations between this stress-based division and
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primary vocabulary verbs freely combine with post-verbal particles of direction and allow double
objects with no preposition. These general properties seem hard to express in lexical terms.
Nonetheless, a device proposed here seems to capture both these English-particular characteristics:
Secondary vocabulary verbs do not lexically select complements whose lexical heads have the
feature +DIRECTION. Though at first glance this condition seems too strong, the essay argues
that this restriction can stand when indirect objects are structurally properly analyzed.
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1. LANGUAGE-PARTICULAR GRAMMARS IN FORMAL LINGUISTICS

1.1 FACTORING OoUT UNIVERSAL GRAMMAR

In the three decades preceding the iconic year 1984, a new approach to language
analysis, called generative grammar, proposed to analyze natural languages as formal
systems. The second chapter of Noam Chomsky’s first book (1957) began with a clarion
call:

(1) GENERATIVE GRAMMARS. “The fundamental aim in the linguistic analysis of a
language is to separate the grammatical sequences which are the sentences of L
from the ungrammatical sequences which are not sentences of L and to study the
structure of the grammatical sequences. The grammar of L will thus be a device
which generates all the grammatical sequences of L and none of the
ungrammatical ones”

Almost from the beginning, what also became apparent was “the necessity for
supplementing a ‘particular grammar’ by a universal grammar (‘UG’) if it is to achieve
descriptive adequacy” (Chomsky 1965, 6). Thus,

(2) UN1verRsAL GRAMMAR. Grammar of L = UG + G;j ( = Particular Grammar of L;)
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These grammars G;, supplemented by UG, were to generate all and only grammatical
sequences of each L. So generative grammar was to investigate two questions: what
was UG, perhaps the hardest part, and what were the (formalized, explicit) Particular
Grammars, a supposedly easier and “less deep” question, since speakers’ knowledge of
language is always filtered through the prism of an observable particular L;.

Nonetheless, the second question seemed intriguing and puzzling, since, beyond
some generalities, particular grammars of even two intensively studied and
typologically similar languages, e.g., English and French, apparently have little in
common. Richard Kayne’s (1975) landmark French Syntax (on pronominal clitics,
reflexives and reciprocals, and causatives), didn’t seem to be a book about English
grammar. Similarly, my own Transformational Approach to English Syntax (1976),
while organized around the Structure Preserving Hypothesis for UG, contains section
after section detailing grammar paradigms of English largely different from what is
found in Romance languages (e.g., auxiliary inversion, progressives, NP gerunds, overt
subjects of infinitives, stranded prepositions, indirect objects without prepositions). As
in Kayne’s volume, all such language-particular aspects were formally expressed as
transformations, in particular, as “local transformations” formulated without essential
use of string variables.

Almost at the same time, Chomsky (1976; 1977) embarked on a research program
to eliminate transformations as a language-particular device. It culminated in his claim
that transformations were neither construction-particular nor language-particular, but
rather reducible to a UG principle “Move o, where « is a general categorical symbol.
Since most practitioners of formal grammar, including Kayne and Emonds, became
convinced that his program was essentially correct, it became obvious that all the
French-specific and English-specific rules of their books had to be expressed in the
particular grammars of French (Gr) and English (Gg) in a different way.

Thus in addition to UG, a broad new question which required an answer was,

(3) What exactly is the form of particular grammars G; that UG “supplements”?

A contentful answer would have to be at least preliminary formally explicit particular
grammars G; of some language(s), e.g., perhaps English, French, as a start. These
grammars would be integrated with UG (how was of course also part of the question),
and would furnish working hypotheses which research would further formalize,
simplify and refine.

Thus, in the late seventies, the stage was set for studies in which UG was integrated
with at least fragments of formalized particular grammars G;. But what happened
instead was that almost no research focused on this implication of equation (1). When
aspects of particular grammars were formulated, they were ad hoc and used mainly to
abstract away from data patterns which seemed to conflict with hypotheses about UG.!

1. In English for example, exceptional case marking and the doubly-filled COMP filter. The works where
they were proposed and used did not try to assimilate them to any more general properties of language-
particular grammatical devices.
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Though a few studies proposed language-particular parameters that were integrated
with syntactic theory, this approach died out, and most research proceeded as if any
grammatical pattern in some L; could always be decomposed into an interesting UG
component plus some downgraded remnant that was ‘low level’, ‘a late rule’, ‘only
morphology’, or ‘purely lexical’. These unformalized and ad hoc remnants have been
regularly set aside ever since.?

1.2 THEORETICAL PROPOSALS FOR LANGUAGE-PARTICULAR GRAMMARS

As hypotheses for the design of UG progressed in the 1970s, both the formal and
substantive nature of particular grammars became more enigmatic. In particular,
since both construction-specific transformations and category-specific phrase structure
rules had proved by 1980 to be inadequate for capturing linguistically significant
generalizations, there remained no clear candidates for what a language-particular
grammatical statement might be.

In this momentary vacuum, four different proposals for devices of particular
grammars were advanced. Interestingly, all involved very “local” relations of lexical
items and categories in trees; the categories specified in these rules used no “string
variables” of the type needed to state the principles and constraints of UG.

(4) PROPOSALS FOR SPECIFYING PARTICULAR GRAMMARS (1976-1984)

a. Highly constrained local transformations, lacking string variables and
specifying at most one phrasal category (Emonds 1976; 1977).

b. Filters/output constraints on transformational operations, either “positive”
(Perlmutter 1971) or “negative” (Chomsky and Lasnik 1977). These also lacked
string variables and they specified individual morphemes, mentioning few
phrases.

c. Simple “Yes-No” or dichotomous parameters, with multiple consequences
throughout a grammar (Stowell 1981; Rizzi 1982).

d. Lexical entries for grammatical morphemes in “functional categories” and for
bound affixes, specified with locally defined insertion contexts (Borer 1984).

The devices in (a)-(c) did not seem to give rise to revealing research in areas
encompassing material beyond the phenomena which had originally motivated each.
For example, Perlmutter’s positive output constraints were not widely employed
beyond accounts of pronominal clitic sequences, and Chomsky and Lasnik’s filters
mainly focused on restrictions on the form of infinitival clauses. Those filters that
seemed to have wider applicability were incorporated into proposals for UG, and
the others were superseded by analyses involving case and binding theories. None

2. In Lexicon and Grammar: The English Syntacticon (Emonds 2000), I have tried to develop a model where
language-particular syntax and syntactic theory are elaborated and integrated in terms of each other,
but these theoretical modifications have had little impact. Much work under the rubric of Distributed
Morphology also focuses on language-particular points of grammar, but is not mentioned much in
research that bills itself as “syntactic.”
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of (4a)—(4c) seemed to have the excess content required in the “progressive research
paradigms” of Lakatos (1978).

As aresult, Borer’s proposal or Conjecture, as it is now called, has come to be widely
accepted, especially because it has shed light on constructions other than those which
first motivated it. A striking example of this is Ouhalla’s (1991) enlightening analysis
of Berber and Arabic Tense and Agreement paradigms, which centrally uses Borer’s
idea that it is the syntactically specified lexical insertion contexts of these functional
categories that explain differences between the particular grammars of Berber and
Arabic.

Simply put, the core of Borer’s Conjecture is that a language’s particular grammar
is nothing more nor less than the collected lexical entries for that language’s functional
categories, in more traditional terms its closed class lexical items. If such a lexicon were
ever assembled, that language’s grammar G; would then be fully specified.

2. EMERGENCE OF THE GRAMMATICAL LEXICON

Of the four proposals for formally expressing language-particular patterns that surfaced
between 1976 and 1984, the last to emerge, namely Borer’s Conjecture, has thus come
to be considered as the best candidate for supplementing Universal Grammar. That is,
language-particular rules of each language are identified with the lexical entries in what
Oubhalla calls its “Grammatical Lexicon.” Since such Grammatical Lexicons comprise for
example the synchronic affixes of a language as well as many dozens of free morphemes
outside the lexical categories, this conception of particular grammars explains why even
related languages vary as much as they do.

What then is the form of such lexical entries? Although progress in answering this
question is a sine qua non for truly generative grammars as defined in Chomsky (1957),
very little research since 1984 has been devoted to it. In fact, the only full-length studies
in a Chomskyan framework are Ouhalla (1991) and Emonds (2000; 2007).

I believe the reason for this lack stems from when Chomsky (1986) dismissed
the possibility of formally characterizing “E(xternal) Language” Whatever he then
thought about particular grammars, i.e., their role in his “I(nternal) Language,” a typical
interpretation of his I-Language vs. E-language distinction is provided by an exegete
Norbert Hornstein, with my emphases:

Thus, at best, an E-language is that object which the I-language specifies. However, even this might
be giving too much reality to E-languages, for there is nothing in the notion I-language that requires
that what they specify corresponds to languages as commonly construed, that is, things like French,
English and so on. It is consistent with Chomsky’s viewpoint that I-language never specifies any
object that we might pre-theoretically call a language (Hornstein 1998).

Whether or not Chomsky was suggesting to abandon formalizing particular grammars
(more recently he almost never speaks of them), generative research since then almost
exclusively focuses on determining the innate mechanisms of I-Language, which are
often hypothesized to be the same for all languages, i.e., I-language as commonly
understood does not include formal specifications of particular grammars. In other words,
formal syntax for some 30 years has been de facto synonymous with the elaboration
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of Universal Grammar. While language-particular patterns may have contributed to
proposals for UG, their formalized expression has not been part of the generative
enterprise. And even though Borer’s Conjecture has been repeatedly endorsed, beyond
occasional focus on isolated morphemes (Borer’s original work on Hebrew $el ‘of’;
Kayne’s studies of French se ‘self” and qui/que ‘who/that’), specifying entries of
Grammatical Lexicons is simply off the generative radar screen.

This absence of formalized particular grammars has a serious consequence.
Exclusive focus on characterizing a universal I-language cuts syntactic research off
from possible empirical disconfirmation; i.e., most current proposals for UG are now
unfalsifiable.® This results from the fact that generative syntax has for decades largely
ignored Question (3); there exist no preliminary explicit examples of Grammatical
Lexicons G;.*

In order to avoid the charge of unfalsifiability (which I both make and would like to
see refuted), generative grammar needs to return to its original goals, which includes
serious elaboration of all aspects of the formula (2). Though Question (3) is currently
both unanswered and unaddressed, this question remains quite meaningful and in no
way ill-conceived or premature. The fact is, no serious obstacles even make (3) a hard
question (real progress in constructing UG is harder). It is unaddressed only because of
lack of interest, the threat of falsification, and an unspoken irrational hope that work
on UG will somehow eventually make answers too (3) trivial.®

Why aren’t the answers to it trivial? Staying with the example of French and
English, syntacticians widely take them to be “similar” In terms of language variety
and typology, they are. Nonetheless, their Grammatical Lexicons G. and Gf (each
perhaps containing some 400 +100 items including affixes and grammatical Ns, Vs,
and As) don’t share even a handful of items with the same grammar.® No grammatical
preposition, no complementizer, no verbal affix, no negative word, no quantifier, no
reflexive morpheme, no grammatical verb, no pronoun, no prefix, no article has the
same grammar in the two languages. And because these many differences are not even
tentatively represented in generative models, the field of syntax knows very little more
today than in 1975, at least in formal terms, about exactly how French and English are
different.

The path to non-trivial answers to question (3) is then simply that more researchers
work on it, after its being sidetracked and hidden from view for some three decades.
For this reason, my own research has included working out some implications of

3. Grammatical patterns of particular languages are then, whenever necessary, attributed to E-language
properties that fall outside the innate language faculty. Consequently, most research on Universal
Grammar, as generally practiced since 1985, has in practice avoided the possibility of Popperian
falsification (Lakatos 1978).

4. Except perhaps in the framework of Head-driven Phrase Structure Grammar (HPSG). However, such
grammars seem unreservedly stipulative and factor out no UG “supplement”

5. In fact, Question (3) is more than meaningful. Without formalized G;, generative syntax is not fulfilling
the fundamental aim of linguistic analysis, to produce formal grammars of L;.

6. Anecdotally, the only candidate I think is possibly identical is very ~ trés. Another suggested candidate,
a (whole) lot is unlike the French beaucoup, which excludes any modifier.
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Borer’s Conjecture. For instance, exact lexical entries for non-finite verbal suffixes,
when integrated with UG, can explain all the complex grammatical patterns of English
participles and gerunds V-ing and V-en (Emonds 2007, chaps. 3 and 8). Borer’s
Conjecture can thus lead to many results, provided that UG is not taken as a purely
deductive system, fixed in theoretical texts before investigation of a particular language
begins. Both UG and entries of Grammatical Lexicons need to develop in tandem in
terms of their mutual compatibility and overall descriptive adequacy.

Other examples of syntactic generalizations of Particular Grammars G; are to be
found in terms of differences in what I will call here their “Primary” and “Secondary”
Vocabularies. Studies of UG have not considered such a distinction, and hence have
been unable to shed light on some long known particularities of English syntax which
depend on these contrasting lexical sub-components.

Once this lexical division is established below, I will argue that Borer’s Conjecture
cannot be the whole story on language-particular grammars. No matter how
sophisticated the form and interaction of UG with lexical entries, these entries do not
in themselves suffice to express certain generalizations in particular grammars.

What is needed in addition are something like “Global Conditions on Lexicons,” a
term once coined by Chomsky (in a 1988 lecture at the University of Washington) as
a way of rethinking the so-called “head-initial / head-final parameter” (Stowell 1981)
in terms of Borer’s Conjecture. This parameter is certainly language-particular and
yet independent of individual lexical entries. The fact is, this parameter is not only
language-particular, it is category-particular. For instance, German and Dutch VPs are
head-final, while their NPs are head-initial. Conversely, Chinese NPs are resoundingly
head-final, while its PPs and (smallest) VPs are head-initial (Huang 1984).”

It is premature to presume to characterize the extent or form of such Global
Conditions on Lexicons (particular grammars cannot be deduced from Chomsky’s
programmatic statements). The best way forward is rather empirical study to see what
kind of phenomena such conditions should account for. Such is the purpose of Sections
4-6 of this paper.

3. D1viDING ENGLISH VOCABULARY INTO PRIMARY AND SECONDARY

The open class vocabulary of English can be divided into two sub-classes that roughly
but by no means exactly correspond to their historical sources:

— a primary Germanic core including those inherited from Old English and Old Norse;

— asecond vocabulary borrowed from French / Latin and Classical Greek, dating from
the adoption of English by the ruling Norman aristocracy (fourteenth century) and
the Renaissance.

7. The basic word order parameter is arguably neither “head-initial” vs. “head-final,” nor variations on an
unmarked head-initial order. Rather, the universal default order in both words and phrases is head-final,
but stress patterns of a language can cause particular lexical categories X°, or all of them, to precede
their sisters, in phrases and sometimes inside words (Emonds 2013).
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We will see that this division has an important synchronic role in expressing
appropriate descriptive generalizations in all components of English grammar. The
preliminary criteria for synchronically dividing the two vocabularies in the English
Dictionary are listed in (5):

©)
CORE OR PRIMARY VOCABULARY SECONDARY VOCABULARY
a.  More general and mundane meanings: Very specific meanings: devour, imbibe,
eat, drink, swallow, smell consume, aroma

b.  Restrictive phonology, e.g., in English, no Less restrictive phonology, such as
secondary or non-initial morpheme stress  possible non-initial or secondary stress in

English
c.  Possible irregular inflection, e.g., past Only productive inflections (-ed past on 'V,
tenses other than -ed, irregular plurals. -s plurals on N, etc.)
d.  Inflected adjectival comparison (-er, -est): ~ Free morphemes must compare A:
saner, stupidest, tighter, sourest *insaner, *morbidest, *tauter, *dourest

It is commonplace in studies of sources of (early) Modern English vocabulary that words
borrowed from Romance and Greek are often near synonyms of words inherited from
Germanic, but that the former have more specific or more technical meanings, and
very often are felt to have more positive connotations. Broadly speaking, the Germanic
counterparts in these pairings are also more frequent.

An English language learner, child or adult, can usually determine quite easily by
(5b) that a huge number of words are not in the Primary Vocabulary. Any multi-syllabic
morphemes with some non-initial or secondary stress, as underlined in (6), must be in
the Secondary Vocabulary. Such words are most frequently inherited from Romance or
Greek. Notice that all these words have quite specific and not general meanings (5a).

(6) absolve, baptize, catastrophe, correspond, donate, econom-y, forens-ic, giraffe,
holocaust, imagine, Jerusalem, kinet-ic, migraine, necessary, opinion, quinine,
recommend, suggest, trespass, turpentine, util-ity, vicar-ious, Wisconsin, Yosemite

There is thus a one-way implication regarding stress. If a morpheme is in the primary
vocabulary, it must have initial stress. This stress comes down to Modern English from
its earliest pre-historic roots:

(7) Morphemes in the English primary vocabulary still conform to the general
Proto-Germanic initial stress.

Compound words and words containing one of a fixed set of about 10 unstressed
“inseparable” prefixes (a-gain, a-rise, al-ready, be-tween, be-grudge, for-bid, for-get re-
fuse, re-main, to-gether, up-set, with-stand), are not exceptions to (7) because these
prefixes are separate morphemes. They have had this status since Proto-Germanic times.
Initial Germanic stress thus remains exceptionless:

(8) PRrROTO-GERMANIC STRESS. Stress must fall on a morpheme’s first syllable.
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However, as seen in (6), rules (7)-(8) hold in Modern English only for the primary
vocabulary. English secondary vocabulary stress patterns follow Chomsky and Halle’s
(1968) “Main stress rule”, which is sometimes referred to as the “Romance stress rule”
because it applies mainly to the huge vocabulary borrowed from Romance sources.

Let us next consider the criterion of inflection (5c), which disallows inflectional
irregularity in the secondary vocabulary. For example, no forms in (6) have any
irregular inflections. Consider also the productive English inflection most often replaced
by irregular forms, namely the past tense/participle morpheme -ed. English verbs
with irregular pasts, such as the 211 listed on the site http://www.usingenglish.com/
reference/irregular-verbs, are all monosyllabic, including a few combined with the
prefixes mentioned above (a-rise, be-come, be-hold, for-bid, for-get, up-set, with-draw,
with-hold). Hence, by the criterion of stress (5b), they are all candidates for the primary
vocabulary, and hence permissibly irregular.®

Finally, something like the correlation (5d) is generally felt to hold for bi-syllabic
adjectives (stupidest, handsomer vs. *rapidest, *gruesomer). But it is rarely noted that
even some gradable monosyllabic adjectives of highly specific meanings and often
“genteel” connotations do not accept inflections:

(9) beige, chic, dank, deft, dour, gauche, lithe, loathe, prim, suave, swell, taut, vast, wan

It appears that these short adjectives, as well as multi-syllabic adjectives with non-
initial stress, are restricted to analytic grading with more and most because they are in
the secondary vocabulary. No other explanation, other than purely ad hoc grammatical
diacritics (unlikely with words of such low frequency), would seem available.’

For the native speaker, the aspects of grammatical and phonological behavior in
Table (5), rather than historical provenance, determine which part of the vocabulary
a morpheme belongs to. Morphemes can thus end up in a lexical component that
differs from what one expects from their diachronic source. For example the Romance-
derived adjectives long and large and verbs move, offer, promise and turn are in the
primary vocabulary. In the other direction, verbs such as gainsay and vouchsafe, though
descended from Old English, show signs of being in the secondary vocabulary (their
stresses and, e.g., *gainsaid).'

8. Nothing prevents an irregular verb stem in the primary vocabulary from serving as head of a compound
verb: broadcast, foretell, foresee, input, misspeak, mislead, outswim, overdraw, etc.

9. To claim that words like dour, gauche and loathe are “irregular” (= marked with diacritics) would
grossly violate the usual pattern whereby morphological irregularity is limited to more frequent, not
less frequent, words.

10. Similar vocabulary divisions, with characteristic less restrictive phonology, appear widespread among
languages. I conjecture that “Sino-Japanese” vocabulary is secondary in Japanese, as is the large Turkish
vocabulary that does not exhibit vowel harmony. It seems plausible that primary vocabularies expand
only at a relatively steady rate, so that during periods of intensive cultural borrowing (from Chinese
Buddhism in early Japan, the Renaissance in Turkey, and after the Norman Conquest in England),
a language creates massive new open class vocabulary by accepting new phonological patterns that
disallow inflectional or other syntactic irregularity.
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Although we have now tentatively established a division in open class vocabulary
between primary and secondary, we have not answered two pertinent questions:

(10) (i) Is division between primary and secondary vocabulary a property of
language particular grammars?
(i) Does such a division have effects in the productive syntax of these
grammars?

The first question is easily dealt with, using the properties in Table (5). Logically,
either all languages distinguish primary and secondary vocabularies, or they do not.
If not, then the very fact that English has a separate secondary vocabulary is part of
its particular grammar Gg. On the other hand, if UG determines that all languages
divide vocabulary into primary and secondary, then it is transparent that at least some
properties of this division in English, e.g., as (5b), (5d), are not part of UG. As a simple
example, if UG determines that French also has two such vocabularies, they differ
neither in stress (all French words have final stress) nor in the grading of adjectives (all
French adjectives are graded analytically). So the properties (5b) and (5d) distinguishing
the two English vocabularies are particular to its grammar Gg and are not due to UG.
So the answer to (10i) is yes.

In the next section, we turn to question (10ii) above, and show that status as a
primary or secondary vocabulary item plays a role in the productive and language-
particular syntax Gg of English.

4. FRASER’S RESTRICTION ON “PHRASAL VERBS”

4.1 WHICH VERBS ACCEPT POST-VERBAL PARTICLES AND DIRECTIONAL COMPLEMENTS?

Hundreds of English verbs select complements which are preposition-like particles:
break off, cut down, hold up, move out, rub in, slip back, turn on, etc. Depending
on the verb, the particles express locational direction of the action and/or combine
idiomatically with the verb.! Fraser (1976) exemplifies the patterns and generalizations,
while Emonds (1972) shows that the grammatical category and behavior of these
particles is that of P. For example, when these particles have a literal sense, they
alternate with full directional PPs:!?

(11) She broke the handle right off/ right into pieces.
They cut the extra branches down/ off the trunk.
A soldier held the flag up/over the edge.
They pulled the bicycle out/ onto the country road.

11. Stative verbs cannot combine with particles: *hate off, *lack on, *like away, *owe in, *need out, *want
up, etc. Collocations like have NP in are activity verbs: He was having us in for lunch.

12. By any syntactic tests, these particles, even when adjacent to the verb, do not form any sort of lexical or
phrasal constituent with them. Hence the almost universally accepted term for them, “phrasal verbs,”
is misleading and without justification. No grammatical patterns support treating even idiomatic V-P
combinations (break up, put off, take in) as any kind of structural unit.
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The rock slipped two meters back / two meters down the slope.

Fraser’s study shows that these particles, whether literal or idiomatic, do not freely
combine with verbs with either secondary or non-initial stress, such as destroy,
demonstrate, discover, select. The contrast can be seen in examples like (12a)-(12d).

(12) Objects with Directional Ps:
a. The child broke/ *destroyed her new toys up/in.
I picked/ *selected out/up some new shirts.
You will find/ *discover out that this car uses less fuel.
. A manager showed/ *demonstrated the new procedure off/ up.

/e o o

We thus seem to have found another property that distinguishes English primary
and secondary vocabulary: primary vocabulary verbs combine freely with post-verbal
particles, whether literal or idiomatic, while it is very rare if a secondary vocabulary
verb does so.

In light of the contrasts like (13), I think we can extend this generalization to
directional PPs more generally: Verbs in the English secondary vocabulary seem
resistant not only to directional particles (intransitive Ps), but also to full directional
PPs.® Both these constituents are PPs with a feature +DIR.

(13) Let’s put/ *locate this vase onto the top shelf.
Cf. Let’s locate this vase on the top shelf.
The sergeant sent/ *assigned his platoon into the tunnel.
She broke/ *destroyed her new toy into pieces.
They cut/ *eliminated the extra branches off the trunk.
They pulled/ *retrieved the bicycle onto the country road.
A soldier lifted/ *elevated the flag over the edge.

(14) SerectioN CONDITION ON VERBs IN Gg. Primary but not secondary vocabulary
English verbs can have the subcategorization (selection) feature +___DIR.

This is to say, only primary vocabulary verbs can select sisters whose heads have the
feature +DIR (an obligatory or optional feature of many Ps such as into, onto, toward,
near, above, beside, beyond, etc.)

This productive syntactic property (14) of English grammar Gg cannot be attributed
to UG, if the syntax of some languages does not distinguish primary and secondary
verbs in this way. Moreover, (14) is not a property of individual English verbs, even
though there may be a few exceptional items. The simple repeated presence in many
lexical items of a feature +___DIR fails to express or capture Fraser’s Generalization.

13. Of course it can be said that their “meanings,” for which we have no formal representations, are
inconsistent with directional PPs, but equally well we can say that no secondary vocabulary verbs
with such meaning develop, because they will not be able to combine with appropriate PPs.
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Even when a verb is exceptional, such as the combination with a secondary
vocabulary verb divide up, we find that speakers modify lexical entries so as to correct
this. In this case, speakers have fashioned a primary vocabulary slang competitor divvy
up, which is not used alone for divide:

(15) Let’s divvy up the cake now. *Let’s divvy the cake now.
Now you guys divvy it up fair and square. *Now you guys divvy it fair and square.

The hypothesis of a split lexicon accounts for why the variant divvy is used only with up
and not alone. In this way, the slang removes the exception to (14), namely divide up.

The second question (10ii) posed at the end of Section 3 thus has a positive answer.
The primary/secondary vocabulary division does have an effect in the productive
syntax of a particular grammar, namely English.!* And this effect can be stated neither
as a principle of UG nor as an instance of Borer’s Conjecture (4d).

4.2 THE RELATION BETWEEN THE FEATURE +DIR AND ENGLISH INDIRECT OBJECTS

According to the conclusion (14), an extension of Fraser’s Restriction, English secondary
vocabulary verbs are not compatible with the subcategorization frame +___DIR. Yet
verbs in both lexical subcomponents can appear with indirect objects, which plausibly
also involve the feature +DIR.

(16) Direct Objects and Indirect Objects PPs; verbs and indirect objects underlined.
a. A manager showed/demonstrated the new procedure to the staff.

The manager makes/ produces a receipt for each customer.

That company offered/ proposed better pay to the part timers.

Please hand/ distribute some cake to the guests.

I got/selected some new shirts for my brother.

o a0 T

A simple and transparent structure for such clauses is that in (17); some authors prefer
the label PATH to the label DIR used here."

14. Note that a collection of selection features on open class items (indicating open class verbs which
appear with P-less datives) has nothing to do with Borer’s Conjecture, which restricts item-particular
behavior to closed class grammatical items.

15. For a review of various generative analyses of double object constructions, see Emonds and Ostler
(2006). That work argues that many attempts to treat double objects with binary branching have led to
inconsistencies and unexpressed generalizations.
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(17)
V! (tree at Phonological Form)
show, propose, repair, . . . dir.obj. [P, DIR] NP;

to, for ind.obj.

Since it is widely assumed that phrases are lexically selected by virtue of features on their
heads, the combination in (17) of secondary V with PP seems to conflict with Condition
(14). The resolution of this conflict lies in understanding the source and role of to/ for
and their feature +DIR in (17), along lines justified in more detail in Emonds and Ostler
(2006).

In particular, a generally accepted syntactic principle, widely termed the Case Filter
(Chomsky 1986), requires that all NP arguments of a lexical head must be assigned a
case. The direct object NP typically receives case from the V that selects it, and is thereby
interpreted with whatever semantic role a particular verb class assigns to direct objects.
A second NP selected by a V can then receive case only from a “minimal PP” generated
to satisfy the Case Filter. Such a PP then occurs as a sister of V, not by virtue of selection,
but only so that its head P can assign case to its V-selected NP object. By itself, this
minimal P, whose unmarked feature value as a sister to V is +DIR, is semantically inert.

However, the “case feature” assigned by P to the indirect object NP is actually the
unmarked value of P itself, here +DIR. As a case feature on NP, +DIR contributes to
interpretation. In the framework of Emonds (2000), this means that, although the node
[P, DIR] is phonologically spelled out, it is “empty” in (= doesn’t contribute to) Logical
Form. Rather, the Logical Form representation of (17) is (18).

(18)
Vi (tree for Logical Form)
show, propose, repair, . . . dir.obj. [P,DIR]  [NP;, DIR]

7 ind.obj.



JosepH E. EMONDS 49

The tree (18) with an empty P gives a more accurate picture than (17) of how
indirect object NPs, as opposed to interpreted PPs of Path/Direction, are lexically
selected. (Numerous primary vocabulary verbs such as hand and push select either.)
Subcategorization features specify only interpreted constituents, so that di-transitive
verbs in English (and probably cross-linguistically) are selected by the syntactic frame
+___NP"NP, with no reference to the feature Direction / Path on the case-assigning P.

This conclusion, that this P plays no role in indirect object selection, is confirmed by
the fact that full PPs of Direction, as opposed to those of static location, are incompatible
with di-transitive verbs in the secondary vocabulary:

(19) We distributed the gifts on/ *onto the playground.
The agent introduced the new book in/ *into the internet market.

Some soldiers displayed the new flag from/ *off of the balcony.

Thus, the feature for selecting indirect objects +___NP"NP does not conflict at all with
the stricture (14) on secondary vocabulary verbs, and so many of the latter freely accept
indirect objects introduced with the least marked case-assigning Ps to or for.

5. WHICH DI-TRANSITIVE VERBS ACCEPT INDIRECT OBJECTS WITHOUT PREPOSITIONS?

As seen in (16) above, both primary and secondary vocabulary English verbs can take
indirect objects expressed in PPs with to or for. Almost all such verbs in the primary
vocabulary, except the grammatical verbs do and say, can also position their indirect
objects (without a P) before the direct object. In contrast, secondary vocabulary verbs
cannot appear with indirect objects in this way.

(20) Indirect objects without Ps:
a. A manager showed/ *demonstrated the staff the new procedure.
The manager makes/ *produces each customer a receipt.
Please hand/ *distribute the guests some cake.
That company offered/ *proposed the part timers better pay.
I got/ *selected my brother some new shirts.
Margaret told/took / *said/ *did her brother something strange.

o oae o

Hundreds of English verbs with non-initial or secondary stress (the secondary
vocabulary) do not permit preposition-less indirect objects, as exemplified in (20). And
as predicted by (5c), none of them are irregularly inflected.

(21) acquire, announce, attribute, compose, contribute, construct, design, donate, explain,
fabricate, guarantee, improve, introduce, install, locate, obtain, present, procure,
provide, recall, recommend, repair, reveal, review, revise, suggest, supply, transport

Linguists who highlight (and indeed exaggerate) irregularity inflate collections of
secondary vocabulary verbs with P-less indirect objects, e.g., Herriman (1995, 61, 104)
finds 30 such verbs which usually occur with to-phrases. However, her list is misleading;
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14 of her verbs contain the prefixes mentioned earlier with regard to Proto-Germanic
Initial stress (8), e.g., in assign, bequeath, forbid; it is thus plausible that these mono-
morphemic stems are in the primary vocabulary. Moreover, in my own speech, 14 others
of her verbs are unacceptable with P-less indirect objects:

(22) *They will deliver Betty a package.
“The boss plans to extend the part-timers some new privileges.
*Several teachers recommend the students Shakespeare.
*Can you reimburse John his ticket?

All told, only 2 of her 30 examples, advance and deny, seem to be secondary vocabulary
verbs acceptable with P-less double objects.'®

I thus conclude that essentially the same verbs that are incompatible with post-
verbal particles also reject double objects with no P. Consequently, the differences
between primary and secondary vocabulary can be extended as in Table (23). Lines
e and f are syntactic properties of the particular grammar Gg of English which cannot
be attributed to either UG or to single items in the English Grammatical Lexicon.

(23)

CORE OR PRIMARY VOCABULARY

SECONDARY VOCABULARY

More general and mundane meanings:
eat, drink, swallow, smell

Restrictive phonology, e.g., in English, no
secondary or non-initial morpheme stress

Possible irregular inflection, e.g., past
tenses other than —ed, irregular plurals

Inflected adjectival comparison (-er, -est):
saner, stupidest, tighter, sourest

Verbs can select +DIR Ps (directional
post-verbal particles and directional PPs).

Verbs can have P-less indirect objects.

Very specific meanings: devour, imbibe,
consume, aroma
Less restrictive phonology, such as

possible non-initial or secondary stress in
English

Only productive inflections (—ed past on
V, -s plurals on N, etc.)

Free morphemes must compare A:
*insaner, *morbidest, “tauter, *dourest

Verbs with post-verbal particles or
directional PP complements are rare.

Indirect objects require the Ps to/ for.

Section 4 expressed line e in this table somewhat more formally, as the Selection
Condition (14), a sort of Global Condition in the Lexicon on syntactic subcategorization.
Line f in the table can now be expressed in a similar way:.

In early generative grammar, Fillmore (1965) and Emonds (1972) argued that
English indirect object movement (to a position between V and a direct object) is
transformational in nature. Subsequently, based on Oehrle (1976), “lexicalist” analyses
prevailed for some 15 years, according to which an English-speaking child must
learn separately for each di-transitive verb whether it can appear without fo or for.
Transformational analyses returned to the fore after Larson (1988), though strong

16. There are “less educated” styles of current English which lack the contrast in (20), e.g., Why don’t he
esplain us what he means? He went and recommended my kids one of them bad movies. Excluded in
Standard English: *Explain us what you mean; *They recommended my kids a bad movie.
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disagreements have persisted as to what constitutes the best analysis. Many of these
debated points are summarized and critiqued in Emonds and Ostler (2006).

Here I will now suggest a way out of this impasse, which hopefully simplifies the
description of English indirect objects.

(24) a. All the indirect objects in (16) and (20) result from the same selection
features; all these verbs select an unmarked object NP and a second
minimally case-marked NP.

b. Second NPs receive abstract inherent case in a minimally marked PP.

Formally, the lexical entries of all di-transitive verbs of both primary and secondary
vocabulary can be specified with the following minimal subcategorization frames.!’

(25) UNMARKED D1-TRANSITIVITY FEATURES (languages without case-inflected nouns)
Bantu, Chinese, Indonesian, Germanic (e.g., English): V, +___ NP, [NP (+DIR)]
Japanese, Romance: V, +___NP, NP

The syntactic subcategorization frames in (25), including the optional feature of
Direction or Path, +DIR, can be taken as the very definition of the most common type
of di-transitivity, specifying verbs of physical or metaphorical transfer of the object NP
to a “Goal” or “Benefactive” NP. Let us see now how this feature works for:

(26) (i) English secondary vocabulary V (equally well for Japanese and Romance),
(ii) English primary vocabulary V with indirect objects introduced by an overt
P, and
(iii) English primary vocabulary V with indirect object between V and direct
object.!®

(i) For verbs in the secondary vocabulary, Condition (14) rules out selecting +DIR,
so the complement structure in the tree (18) is built by selecting two NPs without any
DIR feature. Some P is nonetheless required for assigning case to the second NP, one
not adjacent to V. It seems plausible that UG specifies a minimal (unmarked) P in the
complement structure of an activity verb as +DIR (= GOAL). A P with this feature is
spelled out in English as to or for in Phonological Form, as in (17).

(ii) Unlike secondary vocabulary, verbs in the primary vocabulary have an option in
the entry (25): they can select the feature +DIR on the second NP or not. If they don’t
select +DIR, the resulting VP has the same structure (18) as with secondary vocabulary
verbs. The derivation of the clause, including the need for a case-assigning P to or for,
then proceeds in the same way for both types.

17. Indirect objects in languages for which these frames are relevant are discussed in more detail in Emonds
and Ostler (2006).

18. The other languages mentioned with English realize indirect objects in the same two ways as does
English primary vocabulary, though I do not know if they have a similar limitation.
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(iii) If a verb in the primary vocabulary does select +DIR, there are two possible
results. For some decades it has been recognized that subcategorization/ selection
features of individual lexical items are responsible only for co-occurrence, and not for the
left-right ordering among complements (Stowell 1981). So from (25) the NP unspecified
for DIR can precede [NP, DIR], or the opposite order can obtain.

— If [NP, DIR] follows NP, once again the tree (17) results, and an indirect object with
to/ for is spelled out, still as in (ii) just above.

— Crucially, if [NP, DIR] precedes the second NP, a different tree results. Recall that as
long as [P, DIR] is not selected by a verb, i.e., it is uninterpreted in LF.

(27)
e
T
\Y NP, DIR PP
N
show, buy, make, . .. (ind..obj.) [P, DIR] NP;
7] (dir.obj.)

In this tree, the feature DIR on the first NP serves as an ‘inherent case feature,’
which both furnishes Logical Form with the information necessary to assign a
Goal/ Benefactive interpretation, i.e., it is the indirect object. As a result, V is free to
assign case to the closest NP which still requires it, here the second NP. And, as holds
generally, when a V assigns case in an unmarked way to an NP complement, this NP
gets the semantic role (interpretation) of a direct object.

The Selection Condition (14) excludes tree (27) with secondary vocabulary verbs
because the feature DIR appears on a selected argument. As d